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Dear Readers; 

The fifth of ICONST organizations was held in Budva/Montenegro between 7-9 September 

2022 with the theme of ‘science for sustainable technology' again. In recent years, weather 

changes due to climate change have reached a perceptible level for everyone and have 

become a major concern. For this reason, scientific studies that transform technological 

progress into a sustainable one is seen as the only solution for humanity's salvation. Here we 

ask ourselves "which branch of science is responsible for sustainability?". Sustainability 

science is an interdisciplinary field of study that covers all basic sciences with social, 

economic, ecological dimensions. If we consider technology as the practical application of 

scientific knowledge, the task of scientists under these conditions is to design products that 

consume less energy, require less raw materials, and last longer.  

ICONST organizations organize congresses on sustainability issues of three main fields of 

study at the same time in order to present different perspectives to scientists. This year, 129 
papers from 27 different countries presented by scientists in ICONST Organizations.  

72 papers from 19 countries presented in our International Conference on Engineering 
Science and Technology organized under ICONST organizations. The total rate of countries 

excluding Türkiye is 52%. Türkiye is the country with the highest participation with 48%, 
followed by Poland 7%, Montenegro 5%, India 4%, Italy 4%, Kosovo 4%, Hungary 4%, 

Slovakia 4%, Afghanistan 2%, Czech Republic 2%, Iran 2%, Algeria 2%, Ethiopia 2%, 

Central African Republic 2%, Romania 2%, Russia 2%, Serbia 2%, North Macedonia 2% and 

Moldova %2. 

31 papers from 9 countries presented in our International Conference on Life Science and 
Technology organized under ICONST organizations. The total rate of countries excluding 
Türkiye is 58%. Türkiye is the country with the highest participation with 42%, followed by 
Poland 16%, Bulgaria 12%, Slovakia 8%, Philippines 6%, Czech Republic 3%, Tunisia 3%, 
Algeria 3% and Switzerland 3%. 

Finally, 26 papers from 10 countries presented in our International Conference on Natural 

Science and Technology organized under ICONST organizations. The total rate of countries 

excluding Türkiye is 65%. Türkiye is the country with the highest participation with 35%, 

followed by Serbia 19%, Slovakia 11.5%, Algeria 8%, India 8%, Croatia 3.8%, Ethiopia 

3.8%, Hungary 3.8%, Kosovo 3.8%, South Africa 3.8%. 

As ICONST organizations, we will continue to organize organizations with the value you 

deserve in order to exchange ideas against the greatest threat facing humanity, to inspire each 

other and to contribute to science. See you at your future events. 

ICONST Organizing Committee 
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Comparison of Mechanical Properties of Hemp Fiber Reinforced 

Biocomposite Material and Plastic Materials: The Example of 

Çanakkale Furniture Industry 

Ceren Ceylan1, Emin Yakar2* 

Abstract: Although the use of natural fibers as filling material or strengthening material in 

composite materials is a common and effective method, the structural properties of natural 

fibers appear as negative effects in composites. The main challenges of applying natural fibers 

in composites are: limited mechanical properties, excess water absorption, low fire resistance 

and processing and homogeneity. To overcome these difficulties with natural fiber-polymer 

composites (NFPCs), a number of chemical and physical modification methods must be applied 

for polymer matrices and natural fibers. The aim of this study is to investigate the mechanical 

properties of plastic materials produced with hemp fiber reinforced composite materials and 

ABS raw materials used in Çanakkale Furniture Industry. If it is necessary to determine the 

limits of the study, only the comparison of the mechanical properties will be made. Fourier 

transfer infrared spectroscopy (FTIR), tensile tests, contact angle method, bending and impact 

tests, scanning electron microscopy (SEM), polarized microscope and optical microscopy will 

be used for these comparisons. 

Keywords: NFPC, Composites, ABS raw materials, Hemp Fiber 

1
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Classification of Earthquake Magnitudes in the Aegean Region 
into Seismic Zones by Clustering Analysis

Hasan Hüseyin Pay1, Ecir Uğur Küçüksille1*, Hatice Öncel Çekim2, 

Gamze Özel Kadılar2, Senem Tekin3 

Abstract: All over the world, earthquakes cause great loss of life and property. For this reason, 

a large number of studies have been made and continue to be done on the estimation of 

earthquake magnitudes. For this purpose, both statistical methods and artificial intelligence 

techniques are used. In order to estimate the magnitude of earthquakes occurring in a region 

more effectively, examining that region by dividing it into sub-clusters gives more effective 

and accurate results. In this study, clustering analysis carried out using the data compiled from 

three different earthquake catalogs, which took place within the Aegean Region + 200 km 

buffer zone. K-Means algorithm was used in cluster analysis and k value was determined as 

three with the help of Silhouette Score scale. The statistical properties of the obtained clusters 

were evaluated, as a result of normality tests for within clusters and Kendall's correlation test 

for inter-cluster relations. As a result, it was determined that clusters other than cluster1 did not 

have a normal distribution and there was no relationship between clusters. 

Keywords: Earthquake, K-Means, Clustering, Cluster Analysis 
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Heritage and Society 

Fernanda Cantone1*

Abstract: Regeneration is a process referred to the "formation of new, to reproduce" and in 
particular to the "process that restores a previous condition of dignity, glory, greatness, returns 
initial properties"; it becomes a scenario of action based on the commonality with other 
disciplines, most notably sociology. The field of action is the existing buildings that was 
constructed through the overlap of cultures, native also: to restore what Salvatore Settis called 
the sick man: the Italian building heritage. The concept of regeneration also includes the idea 
of continuity, to prolong the useful life of an asset or urban building, by returning the values 
lost in time. It means, above all, restore the quality of urban life and social relationships that 
define a built environment. The regeneration process put into play the user requests, to 
involve them in decision-making, to share and discuss with them the architectural and 
redevelopment choises. This is not to be subjugated by the will of the users but use their 
experience, their knowledge of the place as a living space for the definition of the scenarios 
project. Users are the community, made up of older people whose knowledge is helpful to 
identify the changes, young people to understand what they would like in the future, the adults 
to understand the problems of the place. The task of regeneration is to improve the quality of 
the urban environment and return to the place its identity, restore a lost soul in time, through 
forms of association and social experimentation, areas of innovation and research. In this 
sense, the project intervention productions a decisive role in the process of developing a 
strategy: you have to work for projects, to identify local factors, for the decay of urban 
quality. The case study is an area next to the historical center of Adrano, interesting town area 
of Catania, full of history and buildings of cultural value. It is a zone defined as La Linea, for 
the presence of the railroad and, subsequently, for the burying of the same. The vacuum left 
by the railroad is unused, full of rubbish and meeting place for drug addicts and drug dealers. 
n this context, so near to the historical center, there are both buildings of the past and new 
buildings, in a chaotic and indefinite mix. The inhabitants are relegated to public spaces 
confined, no green, no possibility of aggregation. The unfinished defines the district. he 
research aims to identify strategies for a political project of regeneration and improvement of 
urban and construction quality, relating to recovery of buildings and spaces, their connection 
to the historic center, the regeneration.
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Structural and Morphological Properties of Ns.BioChar/ZnO 

Adsorption 

H. Rahali, H. Menasra, S. Djebabra

Abstract: A novel Biochar/ZnO composite has been synthesized in a single step from charcoal. 

The chemical activation of the Bio-carbon with a solution of ZnCl2 at 0.136 mole and neutral 

pH gives a pure composite at T= 600°C which is characterized by XRD, SEM, BET, FTR, and 

UV-Visible for the study of copper adsorption. The adsorption kinetics appropriate to the 

Experimental data is the pseudo-second order kinetics. The maximum adsorption capacity for 

copper (II) based on the Langmuir model is 1272 mg g-1 at 20°C. Thus, the low cost synthesis 

of the ZnO Bio-composite is a promoter axis for the absorption of heavy metals such as copper. 

Keywords: Biochar, Composite, Copper, DRX. 
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In Vitro Meat in the Light of Natural/Artificial Argument 

Luca Lo Sapio1* 

Abstract: The growing demand of food supplies within the developed and developing countries 

confronts us with the need to find new ways to satisfy our nutritional urges. In particular, the 

livestock farming causes a great amount of GHG (nearly 10% of all anthropogenic emissions), 

the exploitation of soil and water, the mistreatment of non-human animals, and various troubles 

for human health.  Plant-based meat, in vitro meat, insects, and algae were suddenly considered 

an intriguing new opportunity for and eco-sustainable food system. 

The very aim of this contribution is to focus on in vitro meat. This technique is opposed by a 

vast array of arguments ranging from the safeness of a synthetic product as such to the very 

nature of cultured meat. According to most of the natural/artificial argument advocates, 

synthetic meat has nothing to do with natural product. In my intervention I shall argue that the 

appeal to nature is flawed for several serious reasons so as the vigorous contrast to artificial. 

First, I will show that the natural/artificial argument, regarding in vitro meat, seems to be not 

so different from the arguments raised against in vitro fertilization or the use of genome editing 

techniques in agriculture (OGMs). Second, I will discuss a thought experiment, alien genesis, 

through which I hope to dismantle the idea that a valuable moral assessment could be grounded 

in the concept of essence. All in all, the nature of something lies in its properties, not in an 

alleged essence. Finally, I will show that the concept of nature is not suitable even for the 

traditional way of producing meat. 

Keywords: In vitro meat, Sustainable food system, Natural, Artificial. 
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Formulation of Novel Culture Propagation Media with Dairy By-

Products for Fermented Milk Products Industry: Experiments on 

Yogurt Cultures 

Hale İnci Öztürk1*, Nihat Akın2 

Abstract: TW60 is a culture growth medium designed for the safe propagation of starter 

cultures used in the dairy industry and is often used on a commercial scale in the manufacture 

of fermented milk products. This study aimed to develop an alternative growth medium to 

TW60 medium for yogurt cultures by using dairy industry by-products to reduce the production 

cost. Buttermilk (BM), cheese whey, and yogurt whey (YW) are by-products obtained after the 

production of butter, various types of cheese, and strained yogurt, respectively. These products 

were used in the design of the media. A total of 4 different formulations were prepared: 10% 

BM (I), 5% BM and 5% YW (II), 10%YW (III), and TW60 (IV). Except for TW60, 7% whey 

powder and 0.25% buffer containing vitamin C and yeast extract were added to each 

formulation. Afterward, the acid-forming abilities and viable cell numbers (when pH 4.6 was 

reached) of Streptococcus (S.) thermophilus and Lactobacillus (L.) bulgaricus in each sterilized 

media (45 min at 95 °C) were determined and the results were compared with the commercial 

medium, TW60. In terms of its cell counts, the best growth for S. thermophilus was observed 

in TW60 and medium containing 10% BM. Increases in colony counts for L. bulgaricus were 

significantly higher than TW60 in new formulations. The highest number of L. bulgaricus was 

determined in medium containing 10% BM. . Regarding the acidification kinetics, the 

maximum acidification rate (Vmax) of S. thermophilus was determined in TW60 and medium 

containing 5% BM and 5% YW (12.95 and 14.38, respectively), and the shortest TpH4.6 was 

detected in these media. For L. bulgaricus, on the other hand, the highest Vmax (22.33) was 

determined in the medium containing 10% BM while the lowest Vmax (10.50) was detected in 

TW60. 

Keywords: Yogurt Cultures, Acidification Kinetics, Growth Media, TW60, Buttermilk, Yogurt 

Whey. 
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Structural Characterization Analysis of Architect Sinan's Şehzade 

Mosque 

Esra Şahin1* 

Abstract: One of the greatest masters in the history of world architecture and engineering is 

undoubtedly Architect Sinan. There are many works that he has built. When Architect Sinan is 

mentioned, the first building type that comes to mind is mosques. Architect Sinan's Şehzade 

Mosque is his apprenticeship, Süleymaniye Mosque is his journeyman's work, and Selimiye 

Mosque is his master's work, and these mosques have been a touchstone for him. For this 

reason, Architect Sinan Mosques have been the subject of many studies in terms of artistic and 

engineering. Walls, columns, buttresses, arches, domes and foundations are the main bearing 

elements of historical mosque-like structures. It is seen that many valuable studies have been 

done on these elements in the general literature. Columns and walls in historical buildings are 

vital load-bearing elements for carrying vertical and horizontal loads. In this study, the 

structural characterization analysis of the Şehzade Mosque, one of the mosques designed by 

Sinan, was examined. Structural characterization analysis includes the examination of columns, 

one of the structural elements of the Şehzade Mosque. The load bearing capacities of the 

columns were determined by the classical stress equation. High vertical load capacity values 

were determined for all columns. As a result, it has been understood that the Şehzade Mosque 

has designed and built its columns to withstand vertical loads with a very high level of safety 

and to have a significant level of strength against horizontal loads. 

Keywords: Architect Sinan, Şehzade Mosque, Column Properties, Analysis 
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The Geometry of The Railway Transition Curves Between Theory 

and Practice 

Orban Zsolt Laszlo1* 

Abstract: In time, with the passage of traffic, the railway track deforms and especially the 

railway curves lose their original designed shape. This degradation process is a self-generating 

one. In order to restore the geometric elements of a railway track, respectively realign the 

railway curves to their original shape, continuous monitoring and intervention is necessary.  

The paper presents a curve realignment method used in Romanian railways maintenance as well 

as theoretical aspects of the railway transition curves geometry compared with in situ 

measurements collected for a period of ten years.  The aim of the paper is to highlight certain 

aspects regarding the deformation in time of the geometry of the railway curves which may lead 

to the reconsideration of the design criteria of these curves. 

Keywords: Railway, Track, Curve, Transition, Versine, Realignment. 
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Isolation of Essential Oil from Lavandula angustifolia by Using 

Supercritical Carbondioxide Extraction, and Evaluation of 

Antimicrobial and Antioxidant Activities 

Ayça Gedikoğlu1* 

Abstract: Lavandula angustifolia also commonly known as lavender is an aromatic plant with 

strong fragrance. Essential oil of lavender has been used in food, cosmetic, and pharmaceutical 

industries. Bioactivity and chemical composition of lavender essential oil depends on many 

factors such as geography, climatic conditions, extraction techniques etc. Therefore, the aim of 

this study was to determine the chemical composition, yield (%), antimicrobial and antioxidant 

activity of lavender essential oil obtained by one of the green extraction techniques called 

supercritical carbondioxide extraction. The chemical composition of the lavender essential oil 

was analyzed by Gas Chromatography Mass Spectrometry (GC-MS). Disk diffusion assay and 

minimum inhibitory concentrations (MIC) of the lavender essential oil was determined for 4 

bacteria. The antioxidant activity of lavender essential was carried out according to the ferric 

reducing antioxidant power (FRAP) assay. The results of the gas chromatograph-mass 

spectrometry analysis showed that chemicals found in lavender the highest in order were linalyl 

acetate (28.72%), lavandulol (27.48%), 3-Cyclohexen-1-ol, 4-methyl-1-(1-methylethyl) 

(6.26%), lavandulyl acetate (5.59%), and caryophyllene oxide (4.51%). Essential oil yield was 

2.94% and demonstrated moderate antimicrobial activity against all tested bacteria. The highest 

antimicrobial activity was shown against Bacillus cereus. The ferric reducing power of lavender 

essential oil was 5.086 μM Fe+2/g. The results suggested that chemical composition of the 

lavender essential oil was very diverse and its bioactivity was related to the chemical 

composition and their amount. 

Keywords: Aromatic plant, Salmonella enteritidis, Pathogen, Volatile compounds, Terpenes. 
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Lane Detection on Model Electric Vehicle Using Deep Learning 
Algorithm

Mustafa Tumbek1*, Selami Kesler1, Omer Boyaci1 

Abstract: In recent years, oil prices have been increasing as fossil fuel reserves have become 
increasingly depleted. In addition, the use of oil in fossil fuel vehicles is damaging the 
environment. Therefore, interest in electric vehicles has been growing rapidly in recently. 
Electric vehicles provide many advantages.  In particular, self-driving electric vehicles will 
solve problems such as traffic accidents and traffic jams. The vehicle that will drive 
autonomously must have the ability to detect lanes and objects on the road. Lane detection on 
electric vehicle aids in vehicle positioning. However, lane detection remains a problem that 
must be completely solved before autonomous cars can be used. Many studies on lane 
detection, which have been going on for many years, show that deep learning-based 
algorithms in artificial intelligence have achieved high performance. 

In this study, lane detection algorithms, one of the most important and indispensable tasks of 
autonomous driving, are tested and improved. In this context, Nvidia Jetson TX2 control card 
and two webcams in different directions were installed on the mini electric vehicle Racecar. 
The purpose of using more than one camera here is to combine the images from the cameras 
to create a wide-angle view. Also, a 50 meters long road and traffic scenario was designed for 
a small-scale vehicle model. In addition, in order to investigate whether accurate lane 
detection is achieved, poor light and unclear lanes are added to design as noise in a real 
environment.  The results show that deep learning-based algorithms can perform lanes 
detection more accurately than many methods. However, there are a number of important 
issues that need to be resolved. In future work, a faster algorithm can be developed for faster 
vehicle response. Also, the effectiveness of the algorithms can be compared in bad weather 
conditions, high speed driving and on different types of roads.

Keywords: Line Detection, Model Electric Vehicle, Deep Learning, Autonomous Vehicle.
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Characterization of Soil for Road Shoulders Mixed with Reclaimed 

Asphalt Pavement Waste 
 

 

Saber Shah Saberi1, Dr. Azman Mohamed2* 

 

 

Abstract: The use of recovered asphalt pavement can reduce the amount of new bitumen and 

aggregates used in pavement construction and rehabilitation (RAP). RAP is a waste product 

that results from the removal of an old or damaged pavement surface. Although it has been used 

since the 1970s, and numerous recommendations for using RAP in the new mixture have been 

made, there is only a little research available. Because the materials used are recycled, it is also 

cost-effective and environmentally friendly. The purpose of this study is to characterize soil 

that has been blended with reclaimed asphalt pavement (RAP) for use on the local road 

shoulder. RAP is one of the rehabilitation procedures used to repair a deteriorated surface by 

removing the upper pavement and replacing it with new pavement. According to an earlier 

study, mixing dirt with different materials improves the finding. The goals of this study are to 

establish the material qualities of soil and RAP, determine the optimum moisture content of 

material and degree of compaction for road shoulders, and determine the appropriate mix 

proportion of soil and RAP for road shoulders using the California Bearing Ratio (CBR) test. 

The Atterberg limit, liquid limit, and plastic limit for soil were evaluated on a sample of soil 

and RAP. For soil and RAP, a sieve analysis was performed. Compaction tests for soil and RAP 

were carried out with a mixture of 10S, 2S8RAP, 4S6RAP, 6S4RAP, 8S2RAP, and 10RAP, as 

well as CBR tests for soil and RAP. According to the results of the laboratory test, 20% of RAP 

(8S2RAP) had a better-mixed proportion for the road shoulder. As a result, repurposed 

materials like RAP can be used as road shoulder material. 

 

Keywords: Reclaimed asphalt, Reuse asphalt 
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Ink Material Based on Alginate/Psyllium Husk Powder Blends for 

3D Printing Applications  

Sevil Cikrikci Erunsal1*, Erinc Bahcegul2, Gokce Bahcegul3

Abstract: 3D printing (3DP) has opened a way to fabricate complex geometrical structures for 

different applications such as food, chemical or biomedical related studies. Different than 

conventional techniques, 3DP can transform computer-aided models into physical objects via 

layer-by-layer printing. Hydrogels are one of the most suitable classes of ink materials used in 

extrusion-based 3D printing. Utilization of natural polymers offers a non-toxic nature, but they 

can also be used as a blend of two or more polymers to enhance their properties like mechanical 

and rheological features. There are so many factors affecting printability success such as 

material and printing parameters. The aim of this study was to investigate printability of alginate 

(ALG) gel solution replaced with psyllium husk powder (PSY). First, blends of ALG (2.5%, 

5%, 7.5%) and PSY (2.5%, 5%, 7.5%) at equal concentrations were studied with a custom-

made 3D printer to obtain optimum combination in terms of viscosity and printability. Blend 

with equal portion of 5% ALG and 5% PSY was found as the most acceptable formulation to 

be printed. Then, the effect of different layer height (0.1, 0.2 and 0.3 mm), extrusion multiplier 

(EM) (between 1.5 and 3), CaCI2 concentration (between 2 and 10%) as post-process gelling 

agent and washing with ethanol after printing were analyzed for printability. Temperature, 

printing speed, infill percentage, number of layers and inner nozzle diameter were kept constant 

as room temperature, 1500 mm/min, 41%, 3 and 0.84 mm, respectively. Viscosities of 5% ALG, 

5% PSY and total 5% ALG/PSY blend solutions were obtained as 940 ± 5 mPa.s, 1134 ± 5.3 

and 1877 ± 6.08 mPa.s in vibro-viscometer, respectively. Among blends, grid models printed 

from ALG/PSY blends by using EM as 2, layer height as 0.3 mm and postprocess with 2% 

CaCl2 solution had the best overall appearance with a printability value of 0.891 ± 0.057. The 

total area of the cells inside this grid model reached to around 93% of the ideal (intended) area. 

This study promoted future studies about the use of PSY-ALG combinations as ink material in 

different areas for different purposes like carrier systems for bioactive agent/drugs. 

Keywords: 3D printing, printability, alginate, psyllium 
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Analysis and Modeling of Biological Processes with the Use of The 

Micro-Flow System 
 

 

Student Sebastian1*, Staśczak Alicja2, Fujarewicz Krzsztof3 

 

 

Abstract: Microfluidics seems to be particularly important as most processes involve micro-

flow, from transport through cell walls, through oxygen diffusion into the lungs, to blood flow 

in the capillaries. Microfluidic perfusion cultures for mammalian cells provide an alternative to 

standard macroscale cell culture systems in single cells analysis. The aim is to provide a near-

real cell culture environment, which is one that can be ensured by a microreactor. The functional 

principle of this solution was to produce a microchip. Its main premise was the application of a 

hydropneumatic system to control the microcircuit by manipulating the channels supplying 

fluids to the reaction chamber. In the project, a microchip created from a PDMS gel was applied 

as part of the environment for cell growth. Prepared HELA tumor cells with fluorescently 

labeled histone H2B were introduced into the system to assess their cell cycle length and to 

record monitoring of the movements of individual daughter cells. Thus, the growth 

characteristics of the cells can be determined. The experiment made observations using a 

fluorescence microscope with automatic image acquisition software. The resulting images were 

analyzed using an algorithm. It allows for automatic cell counting and labeling. The precisely 

controlled cell culture conditions are important to cell division analysis, particularly the total 

cell cycle duration for mother-daughter, sisters cousins cells. In our study, we have analyzed 

the cell cycle duration in HeLa cells.  
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Changes in Use of Educational Computer and Communication 

Technologies and Approach of Instructors to Changes 
 

 

Fehmi Skender1*, Yalçin İşler2 

 

 

Abstract: The use of computer and internet technologies has increased rapidly in recent years. 

Especially the technologies used in industrial production processes are developing at a dizzying 

pace due to the increasingly serious competition conditions. Thus, human and technology 

interaction has become indispensable in all areas of life. This rapid change in technology affects 

other sectors as well. For example, all educational levels, especially vocational education, are 

also affected by these changes. Due to the rapid increase in the need for trained human resources 

to use these current technologies in production, it is natural that the use of computer and internet 

technologies in education will increase.  

 

Under normal circumstances, some people find it difficult to accept innovations, but they must 

adapt in the face of compelling events. Especially with the effect of the pandemic that has come 

to the fore, the contribution of computers and different technological tools in education has 

increased recently, and the use of these technologies by the entire society has become 

mandatory. This study gives information about educational software, which is being used more 

and more effectively in education. While conducting the study, the thoughts and attitudes of 

teachers working in the Republic of North Macedonia and the parents of the students were 

compiled with the electronic survey method. The collected data were analyzed by processing 

with data visualization tools. The results show that the current software used in education is 

directly affected by the development of technology. The collected information serves as a 

scientific basis for further research. 

 

Keywords: Computer Supported Education, Visual data analysis, Interaction. 
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Simultaneous Removal of Heavy Metals and Cyanide by 

Photoelectrocoagulation 
 

 

Ahmad Shahedi1, Ahmad Jamshidi2, Taghipour3, Ahmad Khodadadi Darban4* 

 

 

Abstract: One of the new methods used to remove contaminants from the effluent is the 

electrocoagulation method, which is sometimes combined with other methods to increase the 

removal efficiency of contaminants. In this study, in order to simultaneously remove nickel, 

cyanide, zinc, and copper, the combined method of photo-electrocoagulation was used along 

with an oxidizing agent, namely hydrogen peroxide (Hp). In addition, the effects of factors 

affecting the removal efficiency were investigated, including pH, electrode arrangement, and 

current intensity. Due to the low efficiency of conventional methods in removing cyanide and 

heavy metals simultaneously, this new combined method (photo-electrocoagulation oxidation) 

was employed. Optimum conditions required for performing the photo- electrocoagulation-

oxidation technique included the use of an electric current of 300 mA at pH=10 for 60 minutes, 

Fe-SS electrodes with an electrode distance of 5 cm, and hydrogen peroxide at a rate of 4 mg/l. 

According to these study findings, when the combined method of photocatalyst-

electrocoagulation-oxidation (Hp) was used, the highest removal efficiencies of nickel, cyanide, 

zinc, and copper were 85, 96, 94, and 98%, respectively. The results showed that the use of 

combined photo-electrocoagulation-oxidation method increased the efficiency of simultaneous 

removal of pollutants by 10% compared to conventional electrocoagulation method. The reason 

for the increase in removal efficiency is the production of hydroxyl radicals simultaneously 

with the formation of coagulants produced by the electrocoagulation process. In general, the 

results revealed the effectiveness of this method in the simultaneous removal of cyanide and 

meta. 

 

Keywords: Zinc, Nickel, Copper, Cyanide, Photo electrocoagulation. 
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Influence of Steel Scrap in the Charge on Metallurgical Quality and 

Cast Iron Properties 
 

 

Alena Pribulova1, Vladimir Sabik2, Jozef Petrik3, Peter Blasko4, Peter Futas5* 

 

 

Abstract: Cast iron castings represent more than 70% of the world's production of castings. 

Many factories influence their final quality. In the field of metallurgy, there are many factors 

influencing the final quality of cast iron. These are mainly charge materials, chemical 

composition, metallurgical preparation up to the final casting process. Even small deviations 

from metallurgical processing lead to fluctuations in melt quality and the occurrence of casting 

defects. Charge materials has a significant impact on the quality of cast iron, especially steel 

scrap, which is increasingly used from an economic and ecological point of view, especially 

when melting cast iron in electric furnaces. Cast iron produced from a higher content of steel 

scrap in the charge a higher hardness and tensile strength. On the other side, these cast irons has 

a higher tendency to chillout, brittleness, shrinkage, pearlitic microstructure, stresses and higher 

purity due to the difference in hardness at different wall thicknesses of the castings. It is the 

high hardness that is the problem in the final machining of castings. These negative properties 

are recorded mainly in heavy thick-walled castings with higher tensile strength and hardness. 

This negative effect is mainly due to the nitrogen content in the steel scrap, which is brought 

by the charge materials.  

 

Based on these knowledges, operating melts were realized in the foundry's operating conditions. 

The influence of steel scrap in the charge and the possibility of eliminating its negative effects 

on the properties of cast iron were investigated. The metallurgical treatments suppressed the 

negative effects of the increased proportion of steel scrap in the charge. 

 

Keywords: cast iron, charge materials, steel scrap, properties 
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Do you have a spare PLAN? 
 

 

Elena Krsljak1*, Bosko Toljic2, Danilo Arsenijevic3, Zvezdana Kojic4 

 

 

Abstract: The environmental pollution is affecting the living conditions; the raise of CO2 

levels, especially in indoor facilities is making a noticeable effect on the quality of life. IAQ 

(Indoor Air Quality) stands for the monitoring of different gas concentrations and it’s direct 

impact on human health and secondary on the working performance. ASHARE ventilation 

Standard (1999) states that there should be 3 hourly air changes per room (ACH). THE AIM of 

this study was to examine the correlation between the O2 and CO2 concentrations (IAQ) and 

the subjective symptoms experienced by students with the artificial and low-rate ventilation.  

Materials and methods: 217 students involved, who answered the questionnaire while the 

temperature and O2 and CO2 concentration levels were being measured using the gas analyzer 

(MULTI RAE IR) within the rooms A and B. The measurements were made by the Hygiene 

Institute of Serbia. The study results have shown - Room A: temperature was 16.5 °C , CO2 

values (510 and 1240ppm), O2 values (20.1% and 20.3%). 100% of questioned students stated 

that they felt cold, while 58% were unable to concentrate on the lectures. Room B: temperature 

(25.5 °C), CO2 ( 1290-2670ppm) while the O2 (19.8% to 20.29%). 94% of students found the 

air to be stuffy, 57% felt hot and 98% reported that they lacked fresh air. 96% gave a positive 

response when asked about the importance of a break during the lectures. 32% were not able to 

concentrate and 28% were only able to partially concentrate on the lectures. Conclusion: IAQ 

has shown that the ventilation rates within the rooms A and B were not adequate, which reflects 

on the students’ ability to concentrate on lectures. Let’s improve the 

 

Keywords: O2 and CO2 concentration levels, spare plan. 
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LSTM Networks in Prediction of the Demand for Compressed Air 

Depending on The Type of Production 
 

 

Adam Galuszka1*, Kamil Kasprzyk2 

 

 

Abstract: Compressed air systems are widely used in industrial plants to generate the 

compressed air necessary for the daily operation of a facility. Since air compressors consume 

more electricity than any other type of facility equipment, an optimized and efficient air 

compressor system is essential for energy savings. There are usually many approaches to 

improving the performance of a compressed air system, including: miinimization of the energy 

losses during distribution, reduction of the system air losses such as air leaks and overpressure, 

pptimization of the demand side by minimizing the required optimal flow and pressure as well, 

choiceof the best energy-saving compressor. The worki s focused on application of the LSTM 

networks in prediction of the demand for compressed air depending on the type of production. 

The results indicate the possibility to apply online predictions to minimize the overall energy 

consumption by compressed air switch on-off strategy optimization. 
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Influence of Steel Scrap in The Charge on Metallurgical Quality 

and Cast Iron Properties 
 

 

Peter Futáš1*, Alena Pribulova2, Jozef Petrik3, Peter Blasko4, Vladimir Sabik5, Andrea 

Junakova6 

 

 

Abstract: Cast iron castings represent more than 70% of the world's production of castings. 

Many factories influence their final quality. In the field of metallurgy, there are many factors 

influencing the final quality of cast iron. These are mainly charge materials, chemical 

composition, metallurgical preparation up to the final casting process. Even small deviations 

from metallurgical processing lead to fluctuations in melt quality and the occurrence of casting 

defects. Charge materials has a significant impact on the quality of cast iron, especially steel 

scrap, which is increasingly used from an economic and ecological point of view, especially 

when melting cast iron in electric furnaces. Cast iron produced from a higher content of steel 

scrap in the charge a higher hardness and tensile strength. On the other side, these cast irons has 

a higher tendency to chillout, brittleness, shrinkage, pearlitic microstructure, stresses and higher 

purity due to the difference in hardness at different wall thicknesses of the castings. It is the 

high hardness that is the problem in the final machining of castings. These negative properties 

are recorded mainly in heavy thick-walled castings with higher tensile strength and hardness. 

This negative effect is mainly due to the nitrogen content in the steel scrap, which is brought 

by the charge materials. Based on these knowledges, operating melts were realized in the 

foundry's operating conditions. The influence of steel scrap in the charge and the possibility of 

eliminating its negative effects on the properties of cast iron were investigated. The 

metallurgical treatments suppressed the negative effects of the increased proportion of steel 

scrap in the charge. 
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Influence of Cement on Hydraulic Properties of Metallurgical Slags 
 

 

Alena Pribulova1*, Peter Futas2, Patrik Fedorko3, Peter Blasko4, Jozef Petrik5 

 

 

Abstract: Slags are produced in a very large amount in pyrometallurgical processes. The global 

warming effect and natural resource saving are the general environmental topics nowadays. In 

addition, the landfilled with the waste materials has become a significant source of pollution of 

air, water and soil, and further adversely affects the human health, and the growth of plant and 

vegetation. Cement is very useful and popular binder in civil engineering. The production of 

one ton of cement emits approximately one ton of CO2. One possible alternative is a 

combination of metallurgical furnace slag and cement that is used as a binder. Blast furnace 

slag – granulated, blast furnace slag – gravel, cupola furnace slag – gravel, cupola furnace slag 

– granulated, slag from electric arc furnace were used in experiments. The mixing of slag and 

water was carried out by using mixer for 3 minutes to reach the best composition and 

homogeneity for samples production. For production of samples the mechanical press was used. 

The test was conducted on specimens of size Ø 50 x 50 mm. Pressed samples were tested on 

compressive strength immediately, then after 1 and 2 hours, then after 1, 2 and 7 days, and after 

14, 21 and 28 days. Addition of cement to slag improves the compression strength of all slags. 

Utilization of slag only as a binder is not possible. In case of slags from electric arc furnace and 

slags from cupola furnace the compressive strength after seven days achieved maximum by 

composition 80% cement and 20% slag. 
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Assessment of Geothermal Energy Based Combined Power and 

Ejector Refrigeration Cycle 
 

 

Gamze Soytürk1*, Serpil Çelik Toker2, Önder Kizilkan3 

 

 

Abstract: Low temperature heat sources, such as solar energy, geothermal energy, and low 

temperature waste heat, exist in the world extensively. Most of them cannot be utilized by the 

conventional power machines efficiently. Recently, many combined power and refrigeration 

cycles have been proposed to make better use of them. In this paper, a new cooling and power 

system is presented regarding the important role of combined cooling and power systems in 

increasing the efficiency of power plants, as well as the ability of organic Rankine cycle (ORC) 

and ejector refrigeration cycle (ERC) systems to use low to medium grade energy sources. In 

addition, thermodynamic and parametric analyzes of the system using R600a as the working 

fluid are made. 
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An Assessment and Thermodynamic Performance Modelling of 

Partial Cooling CO2 Brayton Cycle Integrated with Solar Dish 
 

 

Önder Kizilkan1, Serpil Çelik Toker2*, Gamze Soytürk3 

 

 

Abstract: The aim of the present study is to investigate the energy and exergy analysis of solar 

dish collector driven partial cooling sCO2 (supercritical carbon-dioxide) Brayton cycle. EES 

software program is utilized to conduct the performance evaluation of the integrated system. 

Thermodynamic analysis results show that the energy and exergy efficiency of the solar energy 

driven Brayton cycle were calculated as 36.64% and 61.76%, respectively. On the other hand, 

parametric studies have been performed to examine the effect of solar radiation, ambient 

temperature, turbine inlet pressure and compressor inlet pressure on integrated cycle 

performance. The parametric results show that the net power produced in the Brayton cycle, 

the energy and exergy efficiencies of the cycle increase with the increase in solar radiation and 

ambient temperature. In addition, solar dish collector had the highest irreversibility rate with 

87.7%, while the highest irreversibility rate was calculated in HTR with 47% for the remaining 

irreversibility rate. 
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The Impact of the Design Industry on the Economy: an empirical 

Study 
 

 

Anisa Mekuli1, Dea Mashkulli2, Dina Bashota3* 

 

 

Abstract: This paper aims to explore, analyze and discuss the impact of the design industry on 

the economy. The study utilizes reliance on an empirical approach by observing the measured 

financial performance of many global companies from the design industry. Performance 

measured by the productivity indicator is calculated as a statistical average of the output 

achievement of design companies expressed in monetary value. Our assumption is that the 

design industry has a high impact on the economy and this impact has increased steadily in the 

last decade. In this case, some of the factors that have played an important role in increasing 

the performance of design companies have been identified and elaborated. The focus of this 

study is on digital technologies and creativity (research and development) as key factors. 

 

Keywords: Design industry, economy, productivity, performance, digital technologies, 

creativity. 
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Prediction of Corrosion Level of Corroded Reinforced Concrete 

Columns from Crack Width 
 

 

Yaşar Ayaz1* 

 

 

Abstract: Cracking of the concrete and loss of adherence are the leading problems that occur 

with the formation of corrosion in reinforced concrete structural elements. The reason for the 

cracking of the concrete is the stresses that occur as a result of the volumetric expansion caused 

by the rust product formed as a result of corrosion. Corrosion affects the structural behavior of 

reinforced concrete structures, resulting in loss of life under the influence of a possible 

earthquake. Cracks occur in reinforced concrete elements due to corrosion. These cracks vary 

depending on the corrosion rate, concrete class and earthquake load. Reinforcement corrosion 

and cracks due to corrosion are considered as one of the most important factors that negatively 

affect the service life of reinforced concrete structures. In reinforced concrete columns, 

corrosion reduces the bearing capacity of the elements. The exact determination of corrosion is 

only possible with the stripping of the reinforcements. It is important to develop a practical 

model to detect corrosion levels of corroded reinforced concrete columns based on visual 

assessments in the field and to predict seismic performance levels. Many experimental and 

analytical studies have been carried out to predict the corrosion crack width of reinforced 

concrete members. In this study, data mining methods were used. In this study, it has been tried 

to estimate the section loss due to corrosion from the crack width by using data mining 

techniques and experimental study data obtained from the literature. 
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Renovation, Making the Most Efficient Use of Only Already 

Available Resources, Without Capital and Cash Flow 
 

 

Gábor Fábián1* 

 

 

Abstract: The restrictions, thanks to the low economic situation, give opportunities for 

executing low budget projects. With limited budget renovations, the decisions are based on the 

technically necessary interventions or on building in new functions. The technical contents and 

technical solutions need to be adjusted to the available resources. Treating a building as a whole, 

these changes can only be partial solutions. Finding the right intervention that the budget allow, 

highlighting the point is an essential task for both the architect and the client. To achieve this, 

every participant needs to change their point of view. Finding the right level and pace of an 

intervention during low budget project improves the ability of finding the right focus. Setting 

the content right is necessary during the execution of a limitedly financed project. During the 

renovation of the “Arkt Ellátó” we made certain changes on the building which were necessary 

for the shaping of its new function. We were looking for the technically necessary, but also 

satisfactory results when we defined our claims, and aesthetic desire which could be achievable 

with our limited finance. Keeping the possibilities in mind but stepping away from the 

conventions we didn’t try to make it perfect. The project is permanently on the verge of 

achieving completion, compensating this with the quality of details and by giving unusual 

function to some components.  
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Determination of Coal Quality for its Burning in the Thermal 

PowerPlant in Pljevlja 
 

 

Biljana Zlaticanin1*, Sandra Kovacevic2 

 

 

Abstract: One of the largest power plants and thus largest producers of electricity in 

Montenegro is the thermal power plant in Pljevlja, which is coal-fired. The aim of this paper 

was to determine true quality of coal at the entry of the power plant. Also, the dependence 

between the coal and the ash content was determined. 
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Experimental and Modeling Studies of the Al-Cu-Mg Phase 

Diagram 
 

 

Biljana Zlaticanin1*, Sandra Kovacevic2 

 

 

Abstract: The article presents an experimental study of a phase diagram of a ternary Al-Cu-

Mg system using differential scanning calorimetry (DSC), X-ray powder diffraction (XRD) 

analysis and quantitative microstructure analysis. The obtained experimental results were 

compared with the extrapolated phase diagram of the Al-Cu-Mg ternary system obtained by 

JMatPro’s models based on the thermodynamic parameters available in literature. Reasonably 

close agreement between the experimental data and the calculated phase diagram was obtained. 
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Automatic Analysis of Emotional States by Social Robots as 

Automated Planning Problem 
 

 

Eryka Probierz1, Anita Galuszka2, Adam3* 

 

 

Abstract: In this study, we propose the use of automatic planning in the presence of uncertainty 

systems to analyze the emotional state of a person and influence the state of diagnosis by a 

social robot. The purpose of the analysis of the emotional state was to create a database of 

characteristic facial expressions, the combination of which was used to define a given emotion. 

The emotions considered are: Sadness, Fear, Anger, Disgust, and Contempt. The scenarios 

considered include modeling uncertainty in detecting emotions. The result of the work is a set 

of two planning domains with illustrative examples. It is assumed that in the event of detecting 

negative emotions, the robot should react in a way that reduces them or does not escalate. In 

the implementation and extraction of solutions, the PDDL planning language, sensory planning 

and Allegro Common Lisp software were used. 

 

Keywords: AI in simulation, AI planning, PDDL planning, social robotics, emotion 

recognition. 
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VRP Problem with Constraints on the Capacity of Trucks and 

Suppliers' Requests on the Example of a Selected Distribution 

System in Poland 
 

 

Adam Galuszka1*, Eryka Probierz2, Tomasz Grzejszczak3, Marek Harasny4,  

Marcin Wolak5, Rafal Kern6, Jaroslaw Smieja7 

 

 

Abstract: Vehicle Routing Problems (VRP), consisting in determining the optimal routes for 

deliveries to a group of recipients, located at different points of location, are currently one of 

the most important classes of decision-making problems in logistics. In this paper we 

investigate the problem of determining optimal routes and loading of one type, assuming 

constraints imposed on the load capacity of the vehicle, declared customer needs and working 

time of drivers. As an input data we take PKN ORLEN stations with AdBlue available from the 

distributor located in Poland, 

We are interested in the following scenario: 

•every day, from a given location leaves a dozen or so vehicles (tank trucks) delivering goods 

(adblue noxy) to specific collection points, 

•each vehicle visits several points along the way and drops a different amount of goods at each 

point, 

•the points are located in different locations and have different opening hours, 

•the task is to determine the optimal route for n vehicles, having m points to visit, assuming that 

at each point you should leave a certain amount of goods km, 

•a vehicle does not have to take the maximum amount of goods if it is not able to drop 

everything on its route. 

We adopted the simulating annealing algorithm (SA) developed in Matlab to the problem and 

present exemplary results. The results show that acceptable solutions can be determined in 

reasonable time for problem sizes based on real data. It should be note that part of objective 

function connected with working time of driver were simplified by assimung  
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Smart Waste Management: Waste Segregation using Machine 

Learning 
 

 

Gayathri1, Shola Usharani2*, Christie Vincent3 

 

 

Abstract: In modern days, garbage collection plays an essential role as without which the 

complete environment will be messy and it makes the life tougher for all living beings. Hence 

proper garbage collection with automated procedures are open challenges. The existing systems 

focus on the adoption of drones in order to identify the location of wastes located across various 

places and co-ordination is carried out. But the major concept which need to be included is to 

have a proper garbage classification mechanism which need to have capability to detect 

multiple waste categories in a single point of time. The multi-object detection process to classify 

garbage are carried out using You Only Look Once (YOLO) algorithm. This algorithm is 

effective and achieves high accuracy of greater than 95% in exact classification. After 

classification, the location co-ordinates where the garbage remains unremoved along with its 

type is communicated to corresponding authorities for necessary action. 

 

Keywords: Smart waste management; computer vision; image processing; multi-object 
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Performance of Water Turbines and Generating Efficiency in 

Small HPPs 
 

 

Vehebi Sofiu1, Muhaxherin Sofiu2, Sami Gashi3* 

 

 

Abstract: In this paper, the description of the modern technology for small HPPs and the 

conventional approach when the amount of water is small is made, making a comparison with 

the türbine when the amount of water is optimal. The research has shown that the generating 

türbine with water flow with a small amount of Qa = 0.67 m3/s, where the rotation of the türbine 

rotor was 750 rpm, has generated electricity of 185 kW. The generating turbine, when the 

amount of water has increased by Qa=10 m3/s, electricity of 4.0 MW has been generated. The 

performance of the turbines depends on the flow of the amount of water, where the water level 

is 0.02 mm and the length of the pipes is 775 m. The purpose of this paper is the generating 

performance of the water turbines in HEC Orçusha with an installed power of 4.8MW for the 

two generators. The generating efficiency of the turbines depends on the rotation of the turbine 

wheel by adjusting the amount of water when it is a small amount and the approach of the 

operating period in the optimization of the nominal in the distribution system. The data 

measured for the generation of electricity at HEC Orçusha during the period of half of the year 

2022, where there was a drought in the first three months, the generation of electricity was about 

10% of the power capacity installed for the small turbine. Part of the second quarter, the average 

generating efficiency has increased to 82 %. The operation SCADA monitors the entire 

production process from the PC system and optimizes the nominal peak with the 35 kV 

distribution network and supply. 
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Selection of Multimedia Data and Visualization of This Data for the 

Needs of Customer Service in the Tourism Industry 
 

 

Tomasz Grzejszczak1, Eryka Probierz2, Adam Galuszka3* 

 

 

Abstract: There is a noticeable trend in which tourists makes more and more photos during 

trips. In addition, managing these photos takes a long time. The aim of the research was to 

develop an algorithm for selecting the best photos that will be selected automatically by the 

user in order to maximize the individual preferences of a given user. Each photo is subject to a 

set of artificial intelligence algorithms that detects the set of attributes and assigns tags to 

images. Next, with the use of optimization methods and knowing user’s preferences the set of 

images is chosen that maximizes the overall satisfaction function. The aim is to automatically 

create a travel memoir that can be exported as photobook. Depending on the cauterization 

function and Bayesian Rose Trees, the images are grouped into events that allows the 

presentation of trip in form of a graph. Depending on the satisfaction function, ascetics score 

and technical parameters, the images on each graph node are selected and presented in different 

position. The important functionality is the personalization of the user satisfaction function, 

providing different outcome for different users. Moreover, user can modify the parameters 

manually or those parameters are gathered and updated automatically with use of reinforcement 

learning methods basing on previous user choices. 

 

This work was supported by through The National Centre for Research and Development 

(NCBiR) under Project POIR.01.01.01-00-1111/19. 
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Bearing Capacity Estimation of Bridge Piles Footing- Cays Bridge 

Zallaq Istog 
 

 

Muhamet Ahmeti1, Hysen Ahmeti2* 

 

 

Abstract: The purpose of this paper is to present the bearing capacity of foundation piles. There 

are various methods for calculating the bearing capacity and for the design of single columns 

including static formulas, dynamic formulas and a recently developed numerical method. The 

numerical method has been used to predict immediate pile movement under static load as well 

as ultimate pile load. The methods for design of pile groups that are presented are empirical in 

nature and include design against bearing capacity failure and design against excessive pile and 

soil settlement. The Zallqi Bridge that will be analyzed is located in the western part of Kosovo 

along the Istog river. For the foundations of the bridge over the Istog river were applied 

reinforced bored concrete piles. Bridge consists of two lateral spread footings on piles. Since 

the terrain where the bridge is supposed consist of layer of soft clay gray colour up to 15m 

depth, with variable characteristics. For this purpose were performed eight concrete pile length 

of 15m under foundations on both sides of the river. Piles are adopting the driven pile system 

Ø80mm. Based on the geotechnical soil parameters obtained from laboratory and field 

investigations, it is determined the load bearing capacity of two concrete driven piles and also 

were performed load-deformation charts for tests piles. Modulus of stiffness of clay layer is 

determined by field load test of pile. For this purpose, are used static penetration test. In order 

to compare the results, on the ground near the foundations of bridges are made two field pile 

load test, whereby are obtained results of bearing capacity for the field load test of piles. In 

many areas designers have pile-driving records from numerous projects, and may use a dynamic 

formula for 
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Designing Business-Information Technology Alignment Continuity 

Management Framework 
 

 

Habtamu Abune1*, Million Meshesha2 

 

 

Abstract: Maintaining continual business-information technology alignment (BITA) is crucial 

enabler of corporate success in today's changing business environment, technological 

innovation, and competitive business world. However, managing continuous BITA remains the 

main challenge in ethio telecom. One main reason is due to there is lack of framework which 

guides the company in this regard. Therefore, the main purpose of this study is to design a BITA 

continuity management framework that guides the company on how to maintain and manage 

continuous BITA. The study follows design science research methodology to design the 

proposed framework. The research entry point followed is problem-centered approach. 

Qualitative research approach was followed to collect and analyze the data. Primary data was 

collected using interviews and observation. Also, secondary data was collected using document 

analysis. Two chief officers, seven directors, and twelve managers were selected using 

purposive sampling from ethio telecoms business and information system 

divisionsmanagement. Thematic analysis techniques were used to analyze the collected data. 

The study proposed framework with five core components such as executive leadership support, 

change management, continuous BITA assessment, continuous alignment, and the creation of 

shared domain knowledge through building strong organizational culture. The proposed 

framework is demonstrated through an illustrative case study with an example by taking a 

telecom industry scenario and evaluating using the survey-based technique to 17 purposely 

selected experts from ethio telecom business and IS division management. Future research 

needs to consider applying the proposed framework in other organizations to further evaluate 

the acceptance of the framework. 
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Deep Learning-Based Neuromuscular Disease Detection from the 

CWT Spectrum Using EMG Signals 
 

 

Mehmet Ismail Gursoy1* 

 

 

Abstract: Electromyography (EMG) is a common technique used to diagnose neuromuscular 

disorders by recording the electrical activity of muscles. Neuromuscular disorders refer to 

diseases that affect any part of the motor neuron, muscle tissue, nerve or muscle. Myopathy and 

neuropathy are two important types of neuromuscular diseases. The symptoms of these diseases 

can be very similar to each other. In this study, it is aimed to classify myopathy and neuropathic 

disease types using CWT and a deep learning algorithm. The EMG dataset used in this study 

was taken from the Physionet database. Data was obtained with the Medelec Synergy N2 EMG 

monitoring system by Oxford Instruments Medical (Old Working, United Kingdom). Normal 

data was obtained from a 44-year-old individual with no history of neuromuscular disease. 

Neuropathy data was obtained from a 62-year-old male patient with chronic low back pain and 

neuropathy due to right L5 radiculopathy. Myopathy data was obtained from a 57-year-old male 

patient with myopathy due to a longstanding history of polymyositis. The data was recorded at 

50 kHz and reduced to a 4 kHz sampling frequency. During the recording process, 20 Hz and 

5 kHz filters were used. In this study, EMG signals were analyzed using continuous wavelet 

transform (CWT) wavelet filter banks. In the CWT method, the Amor wavelet was chosen as 

the main wavelet. Normal, myopathy and neuropathy signals were separated into 125 ms (500 

samples) windows and 100 scalogram images were obtained from each class. Then, scalogram 

images were classified with the AlexNet deep learning algorithm. The obtained classification 

performance was evaluated with parameters such as accuracy, precision, sensitivity and F1-

score. According to the classification result, with the AlexNet deep learning a 
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Ultrafiltration Membranes With Improved Rejection of La3+ 
 

 

Alexandra Pulyalina1*, Galina Polotskaya2, Ilya Faikovi3, Konstantin Grekov4 

 

 

Abstract: The present investigation is devoted to development of new membrane materials for 

the recovery and recycling of rare earth metals from dilute solutions formed during the 

processing of electronic waste by hydrometallurgical methods. The focus was on isolation of 

lanthanum-alizarin complex, as the implementation of hydrometallurgical methods is currently 

performed with the formation of complex ions by introducing a specially selected complexing 

agent. To solve the task, the novel approach to formation of membranes based on copolyimide 

P84 was developed. Among commercially available materials, polyimides generally possess 

such properties as selectivity, good mechanical properties, thermal and chemical stability, 

which is due to the presence of rigid heterocyclic and aromatic rings in their chains. Ionic liquid 

(IL) 1-hexyl-3-methylimidazolium tetracyanoborate – [hmim][TCB] as environmentally 

friendly alternative to conventional polar aprotic amide solvents for P84 was firstly applied as 

co-solvent. The interaction of polyimide with solvent and ionic liquid affecting the morphology 

and transport properties was studied by quantum chemical calculations. The structure and 

physical parameters of the membranes were characterized by ATR-FTIR, TGA and SEM. 

Separation performance of membranes was investigated by complex ultrafiltration tests with 

pure water and an aqueous solution of bovine serum albumin as model mixtures for 

characterization of UF membranes, as well as lanthanum alizarin complex in an aqueous 

acetone solution. It was shown that the IL addition to the P84 casting solution increases the 

separation efficiency of the membranes. 

 

Acknowledgments: This research was supported by the Russian Science Foundation (RSF), 
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Full Scale Experiences with Wastewater Treatment Plants in the 

Tomato Industry 
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Vincenzo Naddeo4 

 

 

Abstract: This article discusses the various biological wastewater treatment methods used in 

agro-food industrial wastewaters. Diffrent type of reactors are compared considering 

operational challenges, treatment efficiency, technology assessment and recommendations for 

successful operation. In this work main emphasis is made to describe the operational 

experiences of tomato industries which undertake biological wastewater treatment, with 

particular emphasis on specific wastewater problems and their solutions. We studied treatment 

efficiency of the tomato wastewater treatment plant for 1 year. According to our analyses, the 

BOD and dCOD was reduced by 89% and 76%, respectively. Good results was achived for TP 

and TN removal. We also studied correlation between flow rates and removal efficiency 

 

Keywords: tomato wastewater, BOD, COD, biological treatment 
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Presence of Disinfection Byproducts in the hot jacuzzi tube of 

Public Swimming Pool 

Iwona Kłosok-Bazan1*, Joanna Boguniewicz-Zablocka2 

Abstract: The studies conducted in swimming pools areas have identified presence of many 

"resulting compounds", called disinfection byproducts. The way how disinfection byproducts 

are formed in swimming pool and hot jacuzzi tube waters is not fully explained. The formation 

of disinfection byproducts in water depends on many factors such as pH, chlorine dose, contact 

time, water temperature and the presence of various organic compounds, the so- called 

precursors. This article presents the results of a study carried out, admittedly in a large public 

swimming pool facility, for circulating water of hot jacuzzi tube. The analyses of selected 

disinfection byproducts were carried out in accordance with the test methods described in EN 

ISO 10301:1997 - Water quality - Determination of volatile halogenated hydrocarbon 

derivatives - Methods using gas chromatography. Agilent 7890B gas chromatograph equipped 

with an electron capture detector (GC-ECD) was used to determine trihalomethanes. 

Despite the fact that maintaining the level of disinfection by-products determined as THM in 

facilities such as hot jacuzzi tubs is not a straightforward task, no exceedances of this parameter 

were recorded in any of the samples taken on six different times in the analysed facility. What 

is of concern is the level of chloroform, which was exceeded in more than 60% of the samples. 

As is well known, compounds identified as THMs are volatile substances, so aeration of the 

water affects their elimination from the liquid. These substances pass into the air causing an 

increase in THM concentrations in the air above the basin. 

Keywords: disinfection byproducts, swimming pool, water treatment 
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Liquefaction Assessment Based on Shear Wave Analysis for the 

New Settlement Area in Erenler/Sakarya 

 
 

Ali Silahtar1*, Hasan Karaaslan2 
 

 

Abstract:  

 

This study aims to determine the liquefaction risk of the new settlement area in the Erenler 

district by shear wave analysis. This new settlement area is located on the alluvium of the 

Sakarya river with a shallow groundwater level distribution character. These alluvial soils 

were the origin of the damage distribution in the 1999 Izmit earthquake. Furthermore, many 

earthquakes with a magnitude of M>6.0 have occurred in the study area and its surrounding, 

both in historical and instrumental periods. In this context, shear wave velocity (Vs)-based 

liquefaction analysis was carried out to make a general preliminary assessment of the 

liquefaction potential of the study area. In this context, surface wave analysis measurement 

was carried out at 20 points to assemble a general liquefaction assessment for the study area.  

Liquefaction analysis was achieved thanks to the layer velocities obtained from the 1D depth-

Vs sections for Kayen et al. (2013) liquefaction analysis approach. All these analyzes are 

constructed on the reoccurrence of the Mw: 7.4 1999 Izmit earthquake. In addition, the 

liquefaction potential index (LPI) distribution was generated from the liquefaction safety 

factor (SF) values calculated along the soil profile to examine the spatial liquefaction 

distribution. The liquefaction phenomenon is predicted in many layers along the soil profile at 

the data acquisition points in Kozluk, Alancuma, Kamışlı, and Bekirpaşa, located at the 

Sakarya river border and its close vicinity. LPI>15 values, defining the high class in LPI 

classification, were obtained due to low GF values near the surface in these locations. On the 

other hand, LPI values corresponding to very low-low class were calculated because the 

liquefiable layers are too deep or not in the vicinity of Kayalar and Yazılı in the south of the 

study area, and Nakışlı and Esence in the middle and northern part. In this context, it is 

predicted that there will not be any liquefaction risk in these areas. Furthermore, improving 

the results obtained from this study with geotechnical analyses and increasing the number of 

data acquisition points will allow the risk distribution in more detail.  

 

 

 

Keywords: Liquefaction, shear wave velocity, Safety factor, Liquefaction potential index 
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Implementation of Artificial Intelligence in CRM Systems in 

Industrial Companies 
 

 

Raphael Olaniyi*1  

 
  

Abstract: The dissertation thesis will investigate the needs and motivations for artificial 

intelligence (AI) integration into customer relationship management (CRM), companies´ readiness 

and it will determine purpose and areas of its use. It will examine real experiences of selected 

companies and perspective of their customers, reveal advantages and disadvantages and propose 

the framework for successful implementation that ensures balance between personalized customer 

interaction and respect to user's privacy.  

  

Customer Relationship Management (CRM), that integrates people, processes, and  technology to 

maximize relationships with all consumers, is a critical requirement for large and growing 

companies operating in a global competitive environment. Also new strategic directions, like 

Artificial intelligence (AI), become imperative for the success of innovative companies, nowadays. 

Considering the volume of data that has increased with recent modern technologies (like IoT etc.), 

and the necessity to manage information about customers more efficiently, companies need CRM 

software capable of extracting and analysing data in real-time so that they can make quick and 

fact-driven decisions. AI and CRM can assist organizations in predicting their customers' 

behaviour and expectations and help their employees to enhance customers' engagement and 

retention. Enhanced CRM will allow human touch via AI and will reduce treating customers as 

objects. A conceptual framework, which allows organizations to inspect if it is ready to adopt an 

AI-integrated CRM system, will be developed and the process of implementation will be proposed.  

  

Keywords: artificial intelligence (AI), customer relationship management (CRM), marketing, 

market, services, telecommunication, biotechnologies    

 

1. INTRODUCTION  

Despite having origins rooted in myth and fiction, rapid technological advancements over a short 

time period have rendered A.I. anything but. The 21st century especially witnessed a huge influx 

of interest, investment, and development in Artificial Intelligence. The rise of superior computing 

power, advanced algorithms, and cost-effective data storage capabilities can all be attributed to this 
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A.I boom but perhaps one of its most significant drivers is big data. Artificial intelligence (AI) is 

a level of intelligence that includes machines that “think like a human” or otherwise think as though 

they are intelligent (Ertel, 2017). Artificial intelligence has attracted increased attention of varied 

disciplines making it one of the most exciting technologies. It has many sub-fields such as machine 

learning and natural language processing, and many of these fields are considered a crucial part of 

today’s research related to computer science (Xue & Zhu, 2009).   

 

AI has made its way into an increased volume of companies’ infrastructures and solutions due to 

its revolutionizing data analytics power, increased efficiency and its proven capabilities providing 

an overall mostly positive impact on solutions it has been implemented to (Nayak & Dutta, 2017). 

Customer Relationship Management (CRM) is a system created to aid a user with relationship 

management and an overall sales and lead control. This research will explore the possibilities that 

AI offers to boost CRM’s efficiency and usability. Customer Relationship Management is an area 

that attempts to increase sales, customer loyalty, and a piece of overall customer knowledge 

through data collection and analyses and simplified information output. AI’s data collection and 

analysis capabilities make it a relevant technology to CRM thus creating an exciting opportunity 

which will be examined in this research.   

 

Artificial Intelligence is when machines can simulate human intelligence and carry out tasks that 

require it without any human intervention. These include but are not limited to the perception of 

vision and speech, motion, learning, and reasoning to make decisions. From the beginning, CRM 

has used databases to achieve its goals in a simpler way. However, this information management 

has been focused mainly on collecting, storing and providing data at the request of clients, leaving 

aside the processes of extraction, analysis, and interpretation, which give real value to the 

information received. Coupled with the ever-increasing volumes of data that organizations must 

handle, it’s easy to see why CRM needs the support of AI to adapt to the era of digital 

transformation.  

 

A.I. surrounds us and we interact with it all the time, sometimes without even realizing it. On the 

internet, not only does it help us find the content we desire but also enables desirable content to 

find its way to us. It resides within our phones listening to our commands, deciphering our 

intentions and determining the answers to our queries. It makes our homes smarter, safer and more 

hospitable. AI is already transforming businesses and organizations, and change is accelerating. 

Billions in funding flood space, and companies use that money to pioneer AI-powered solutions 

that predict, personalize, and perform at scale. Artificial intelligence in customer relationship 

management will be one of the primary catalysts of intelligent CRM’s growth over the next four 

years, supported by analytics, business intelligence and machine learning. Buyers will focus on the 

addition of emerging technologies that enable more compelling customer experiences.   

 

At the stack level, there will be increasing use of AI for very specific purposes. Natural Language 

Processing (NLP) to friction reduction. This will be used at the very front end of the marketing 

process and the customer service process. Research related to this topic has increased in recent 

years making this thesis more relevant to conduct through still some specific areas are researched 

subtly. The use of AI in CRM has been studied more in individual areas of CRM or AI; thus, a 
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more general look into the topic is required. This thesis attempts to bring some of these areas 

together in creating a broader look into this revolutionizing phenomenon. Personal interest and 

recent talk of Salesforce and its technologies lead into an examination of Salesforce and its own 

integrated AI, Einstein. The main goal of this thesis is to examine current AI implementations in 

CRM and to give an overall look into benefits of AI technologies in CRM.  

 

With the use of artificial intelligence customer relationship management (AI CRM), businesses 

can enhance customer engagement by analyzing their emotions and providing appropriate 

responses accordingly. A CRM system consolidates various customer information and stores it 

into a single database that can be easily accessed by all the employees of an organization. With the 

help of CRM, businesses can focus on not only their relationship with their customers, but also 

every individual related to an organization like employees, service providers, suppliers, and others. 

It can simply be put that CRM provides various benefits to businesses like improved client 

relationships, team collaboration, revenue, profitability, and much more. And, it is because of these 

benefits that CRM software market grow about 16% in 2018. But, if CRM is providing so many 

benefits to businesses, then what is the need to incorporate AI in it and create AI CRM? Well, that 

is because the best is not always perfect. Although CRM is very beneficial to organizations, AI 

CRM can further increase the efficiency of CRM.  

  

H1: Although CRM is very beneficial to organizations, AI CRM can further increase the 

efficiency of CRM.   

H2: AI in CRM will be one of the primary catalysts of intelligent CRM’s growth over the 

next four years.  

  

Literature review   

 
A study by Iqbal and Khan (2021) argues that companies which have implemented AI in their Customer 

Relationship Management (CRM) and marketing as a whole, have reported significant impacts on 

company’s growth in terms of customer loyalty and profitability.  One way in which AI is transforming 

CRM is through sentiment analysis. According to Fatemi (2019), AI powered tools can analyze 

conversations and evaluate customers' emotional situations through the use of sentiment analysis. A 

research by Singh (2021) shows that an AI-powered CRM is can learn from past decisions and historical 

patterns to score the best leads for sales, predict future customer behavior, increases the scope of customer 

services, and leads to better and more effective marketing strategies.  

Studies also reveal that AI in CRM helps in advancing data reliability. According to Dilmengani (2021) an 

AI integrated CRM system augments the role of decision making by identifying potential issues in the 

system, removing data duplicates and reporting errors. In addition, integrating AI with CRM systems 

enhances the system capacity to provide customized recommendation for salespersons and informs them 

the rationale behind certain recommended actions (Fatemi, 2019).  
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2. METHODOLOGY   
  

The aim of the dissertation thesis will be to investigate the needs and motivations for artificial 

intelligence (AI) integration into customer relationship management (CRM), companies´ readiness 

and it will determine purpose and areas of its use. It will examine real experiences of selected 

companies and perspective of their customers, reveal advantages and disadvantages and propose 

the framework for successful implementation that ensures balance between personalized customer 

interaction and respect to user's privacy.  

  

This research paper aims to answer the following questions. Still not limited to and expound more 

on AI and CRM in different fields, advantages and disadvantages and challenges of incorporating 

AI in CRM and business needs especially in decision-making.  

  

1. What is AI and in business/organization, how can businesses use AI and CRM?   

2. What is AI and the future of CRM?  AI driven CRM, Big Data, and AI.  

3. What is the relationship between AI and Sales, AI and Marketing, AI and Customer 

Service?  

4. Will artificial intelligence substitute positions of employees?   

5. What are the ethical concerns of AI business?  

6. Will artificial intelligence make the employees work more in satisfying potential 

customers?  

  

Considering the volume of data that has increased with recent modern technologies (like IoT etc.), 

companies need CRM software capable of extracting and analysing data in real-time to make quick 

and fact-driven decisions. AI can meet these needs. Furthermore, AI and CRM can also help 

organizations predict their customers' behaviour and expectations and help their employees to 

enhance customers' engagement and retention. The dissertation aims to answer the following more 

detailed questions on AI and CRM from different perspectives. For now the scope is settled rather 

broadly but it will be narrowed and specified later during the the work on the thesis.  

1. What is the focus of CRM, and where does the need to combine it with Artificial 

intelligence come from? What will be the advantages and disadvantages of the integration 

of AI and CRM?  

2. Via AI, CRM will allow “human touch” and reduce treating customers as objects. 

Customers will be demanding this. However, there are two double-edge swords: a) 

operational efficiency in conflict with exceptional customer experiences, b) customers 

expecting a company to know a lot about them in conflict with privacy concerns about 

knowing too much. Will customers view such a setting as a positive one or will they 

perceive it as a poor service experience?  

3. Are CRM systems ready for AI integration? What is a framework of organizational 

readiness for effective AI and CM integration?  

4. CRM provides various benefits to businesses like improved client relationships, team 

collaboration, revenue, profitability, and much more. It is because of these benefits that the 
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CRM software market grew about 25% in 2020. However, if CRM is providing so many 

benefits to businesses, what is the need to incorporate AI in it and create AI CRM then?  

5. How hard will the robot make us work? In many call centres, warehouses, and other sectors, 

intelligent machines are managing humans. They are making work even more dangerous 

and gruelling Will this get better, will this make us work smarter, or will this reshape our 

thinking?   

 

It is of great importance to define research from start to finish. As indicated by Denzin and Lincoln 

(2000a:371), research strategy, therefore, connects the researcher to accurate and specific methods 

and approaches for collecting and analyzing data. Research will be conducted in several steps in 

which the holistic approach will be applied:   

 

(1) first, it will be necessary to review other relevant research studies and secondary data and 

elaborate literature review;   

(2) second, to realize qualitative research in the form of case study on AT &T company to map 

perspectives of various relevant stakeholders (managers, employees, customers) that are related to 

AI and CRM (this will be realized via in-depth interviews);   

(3) to realize quantitative research oriented especially on AT &T customer’s perspective, 

investigating their awareness, experiences with artificial intelligence, expectations, perceptions 

and other aspects of the consumer behavior (this will be realized by administering questionnaires 

to customers)  

(4) to compare all perspectives and propose the framework of successful implementation of AI 

in CRM of the company  

  

Sampling techniques  

 

The research participants will be selected through non-probability sampling techniques which involves 

non-random selection based on convenience. Convenience sampling technique will specifically be used in 

this research. According to Vehovar, Toepoel, and Steinmetz (2016) convenience sampling method is 

dependent on how easy it is for the researcher to access to subjects. The key data is expected to be collected 

from AT & T key stakeholders such as customers, employees, and managers.  Significant sample will be 

selected based on availability and connectedness with the case company.   

  

Data analysis   

Qualitative data analysis: Interviews will be analyzed using thematic analysis technique  

  

Quantitative data analysis: the questionnaire will be analyzed through quantitative methods  

  

Triangulation: Triangulation of data will be conducted to compare quantitative findings to the 

qualitative results to develop a comprehensive understanding of study area and propose the 

framework of successful implementation of AI in CRM at AT&T Inc.  
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 3. POTENTIAL CHALLENGES AND ETHICS  

  

When proposing any project, it is essential to pre-empt any issues that may arise during the data 

collection and analysis phases to act in such matters and put solutions in place. Rarely can we find 

a technology that provides only a positive outcome for our society and lives. Artificial intelligence 

sure has its flaws and they scale from technical problems to deep ethical questions. This thesis 

focuses on AI’s logical and infrastructural problems though it also explores more deeper concerns 

regarding topics such as warfare and ethicality.  

  

▪ AI’s infrastructural problems are vast, and they should be taken into a consideration when 

for instance a company is deciding on implementing an AI into their business or platform solutions.  

▪ These problems include areas related to software, personnel, storage and security. Starting with 

software and algorithms, a company is required to finetune the AI solution for their use and this 

can prove problematic.   

▪ Hand in hand with this problem follows personnel complication. Understanding AI is not 

quite as straightforward as one might think, and it calls for expertise on the topic. Lack of ability 

to adapt wanted AI into company’s structure might have detrimental consequences rather than 

inherently positive results (Kiruthika & Khaddaj, 2017).  

▪ AI proposes another problem, logic. Understanding human intelligence has proven difficult 

which means artificial intelligence is not different.AI can be un-predictable to the point where it 

can do decisions on its own that seem correct to it but are considered flawed by us.  

▪ According to a research conducted by Lazanyi (2018), trust is considered a most important 

feature of AI. Also, over half of the respondents in the research answered that they are not at all 

ready to utilize AI. Mistrust is connected to resistance of change which is a major matter of 

controversy in general. Artificial intelligence in grand spectrum is considered unreliable and 

immensely unemotional which are values considered very important, not just in AI, but in general. 

▪ Moving into another ominous topic, warfare. The sinister view we shall examine since the war 

is a constant on this planet. Opportunity that AI proposes to warfare might not be necessarily one 

of efficiency, which is intriguing to industrials, but one of survival. It is common sense that any 

authority given to an autonomous weapon might lead into an unsought outcome (White,1991). 

Lethal autonomous weapons systems (LAWS) are one example of extreme use of an AI in a 

weapon industry.  

  

4. CONCLUSIONs AND RECOMMENDATIONs  

Businesses today are leveraging big data to understand customer behavior and preferences in 

efforts to formulate improved strategies. However, presently less than 0.5% of all data is being 

analyzed and used (Forbes). This presents a huge opportunity to capitalize on this ‘wasted’ data by 

developing advanced analytical techniques based on artificial intelligence.  This union of big data 

and A.I. is very likely going significantly impact the future by enabling businesses to derive more 

value from their data. By changing the nature of work and creating a new relationship between 

man and machine, A.I. could double annual economic growth rates in 2035 and boost labor 

productivity by 40% (Accenture). The rise of A.I and CRM presents businesses with a wide array 

of unique benefits and opportunities.  It can empower them to provide better, more relevant 
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experiences to their customers and forge bonds with them in a way that was most not possible 

before. No wonder, artificial intelligence in business decision making plays a crucial role. With 

CRM and artificial intelligence, you can get all the data and predict customer behavior to have a 

proactive approach. As a conclusion about the topic, AI provides many benefits to many areas in 

our life and society, but the negative effects must not be overlooked. Opinions about the 

superintelligence and other extreme possibilities AI offers, roam the discussion widely and 

intensively. Superintelligence is a concept where an AI exceeds human intelligence thus providing 

even less control of an AI (Hurlburt, 2017). Present machines lack many human characteristics 

thus making them still more of an intelligent computer than of an intelligent human. This provides 

us, at least on a conceptual level, with enough control over an AI’s doing. Problems are the one to 

be resolved, and research is conducted before integrating AI into everything in our lives.  
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Abstract: One of the most important issues in current urban regeneration policies is the 

recovering and transformation of the industrial heritage in small Italian towns. The city of 

Montebelluna in the province of Treviso, especially the hamlet named Biadene-Pederiva, is 

still today a significant example of the numerous disused industrial areas, which the local 

administration is planning to convert into new functions. The aim of this research is to 

investigate new design strategies for the urban regeneration of these areas, through the 

protection of their morphological, historical and social values from contemporary changing 

city. The method of " research by design" adopted here includes the tools of urban and 

morphological analysis and the use of contemporary architecture expressive resources; it leads 

to rethinking the relationship between memory conservation and the representation of new 

social and manufacturing needs through an innovative and sustainable way.  

 

Moreover, some typical principles of sustainable architecture are applied in the design 

process, such as the reuse and recovery of existing areas and building materials, energy 

efficiency, the use of low environmental impact materials, and local identity preservation. The 

research was carried out as part of an agreement between the municipality of Montebelluna 

and the Department of Civil, Environmental and Architectural Engineering of the University 

of Padua; the results are a series of innovative urban and architectural transformation projects, 

capable of turning abandoned areas into something new. The case study presented here is the 

Filatura Gioppo textile factory, a typical industrial building from the 1930s, made of 

reinforced concrete and brick structure, including its own hydroelectric power plant for 

energy production and brick structure, including its own hydroelectric power plant for energy 

production. The proposal of transformation promotes the local tradition through the opening 

of a textile manufacturing museum, as well as tourist information centre, providing visitors 

with information on the area’s attractions; other possibilities of functional conversion for 

commercial purposes were also explored, or for new educational activities aimed to preserve 

and revive traditional arts and crafts practices. 

 

In conclusion, this design and research experience confirms that the recovering of industrial 

heritage, provided that it is carried out following an approach open to the contemporary 

interpretation of the morphological features of the area, can give new vitality as well as a new 

identity to small urban towns. 

 

Keywords: urban regeneration; industrial Heritage; functional conversion; sustainable 

architecture 
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1. Introduction 

 

Montebelluna is a town in the Veneto region of north-east Italy that underwent a phase of 

intense development between the mid-Nineteenth Century and the start of the Twentieth 

Century when manufacturing and marketing of the products were initially established (De 

Bortoli, 2006).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. View from above  of the former Gioppo Textile Factories at Montebelluna, in the 

hamlet of Biadene-Pederiva.  

Figure 2. The former Gioppo Textile Factories and the building fabric in the area. 

 

With the passing of time the first industrial cotton textile companies started operating in 

Montebelluna as well as pasta food processing and milling factories, plants producing 

superphosphates, and some timber processing yards. Great development of the footwear 

sector began (Binotto, 1984) whose influence on the territory can now be seen in the shoe and 

sports shoes museum in Montebelluna. (Durante, 1997). After this, other textile manufactures 

developed, and in particular the one named Gioppo that is the subject of these pages. 

The former Gioppo Textile Factories are located in the north-west of the commune of 

Montebelluna near the hamlets of Pederiva and Biadene (figg. 1, 2). Mario Gioppo was 

already the owner of a textile factory in the city of Schio when he decided to take on a new 

industrial challenge in the area of Pederiva in 1938 and invested in a new activity of 

transforming textile fibres. Having obtained authorisation to use the waters of the Brentella 

Canal, he installed a new hydraulic turbine system used in spinning in May 1939. The original 

1938 project for the building complex provided for a plant in three bodies. The first volume 

with a storey above ground was for production work having a pillar-beam construction in 

reinforced concrete, brick cladding, and a pointed, gabled roof with skylights corresponding 

with the central spans. The second volume of two storeys was for the gatehouse and 

accommodation for the caretaker. The third volume is in load-bearing perimeter brickwork 

with one storey above ground for offices, services, a metal working and mechanical 

workshop, and a carpentry workshop (fig. 3, 4). 

 

 

 

 

 

50



 
 

 

 

 

 

 

 

 

 

 

 

Figure 3. Aerial view of the Gioppo plant between 1940 and 1950. 

Figure 4. The former Gioppo plant viewed from inside the first building to the west. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Former Gioppo Textile Factories at Montebelluna, view of the façade of the first 

building to the west, current condition 

 

Various extensions have been added through the years. Other two-storey buildings in load-

bearing perimeter brickwork were constructed to the west of the original plant in 1948. In 

1970 a new two-storey volume was added, and various other minor extensions were made in 

1975. Disused for more than a decade, the former Gioppo Textile complex is in a condition of 

uniformly widespread advanced degradation (fig. 5). The buildings are reverting back to 

nature with vegetation out of control (fig. 6) so that the architecture is no longer visible on its 

southern side on Via dei Celato (fig. 7). Satellite images show that various parts of the roof 

have collapsed. 

 

From the point of view of urbanism, the area is classified in the Commune’s Transformations 

Plan as an industrial area to be redeveloped. The commune administration has required clean 

up and reconversion for some time now. Furthermore, the project site is subject to 

environmental landscape constraints in view of it being near the natural area of the hill of 

Montello and the watercourse called Canale del Bosco. The east façade of the former Gioppo 

plant also runs along the road called Stradone del Bosco, a cycle and pedestrian path with 

high landscape value that runs along the Canale del Bosco and the lower flanks of Montello 

hill. 
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The fragmentation of the building complex has facilitated selecting the volumes to preserve 

and to restore, conserving their historic architectural footprint for the purpose of integrating 

them with new other volumes in performing the proposed new functions.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. The former Gioppo Textile Factories: view of the internal courtyards, current 

condition. 

Figure 7. The former Gioppo Textile Factories: view of the south-facing façade on Via dei 

Celato. 

 

2. Materials and Method 

 

The “research by design” method with specific objectives was applied in two different phases 

(Van Ouwerkerk, M., Rosemann, J., 2001). The first phase in the planning process generally 

involves analysis of the context as a preliminary to choosing the best composition (figg. 8, 9). 

Here the context is considered to be pre-existing natural and artificial phenomena which are 

analysed using local historic sources and the urban morphology as well as the building 

typologies present in the urban fabric. Urban facts or structural elements characterising the 

territory may be identified in this part of the work and merit subsequent evaluation in the 

project. In fact, in being a traditional scientific research procedure, research as analysis 

already contains non-traditional aspects in the case presented in this paper: the criteria for the 

morphological analysis influence the type of knowledge in the project, and the analysis is 

carried out using spatial categories such as cartography, layouts, and digital techniques. Urban 

morphology is used in urbanism as an instrument to analyse the context and facilitates the 

development of the planning project, but at the same time the project is the instrument used to 

obtain the morphology. This circular relationship typical in “learning by doing” is caused by 

the project itself already belonging to the process of transformation analysed using the 

morphology (Kropf, 2020). Moreover, this guarantees that the learning by doing process 

functions by exchanging project and morphology in a teaching methodology course developed 

through time by continuously alternating the “looking” phase (analysis) with that of “making” 

(designing) in a circular way. It can be said that here the analysis intrinsically becomes 

“operational” in that it is aimed at instigating certain specific planning project actions. 
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Figure 8. Analysis of the historical evolution of the plant: A) original 1938 construction; B) 

1948 extension; C) 1970 extension; D) 1975 extension. From the work of the students Anna 

Faccioni, Sara Gaio, Marco Schiavo, Arianna Sergio.   
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Figure 9. Planivolumetric plan. From the work of Giacomo Bressan, Sofia Marigo, Sofia 

Ruzzon. 

 

It is precisely from awareness of the current situation of fragmentation and incompleteness of 

the contemporary city that the need to establish urban re-composition arises while always 

within the process of reinterpreting what already exists (Schoonderbeek, 2017). In other 

words, the fragmentation is not accepted tout court as a representation of a “modern” way of 

life but is included in the project as an inevitable postmodern condition of recomposing by 

transformations that longs to fulfil an idea of not all-embracing unity. So the project phase 

carried out using the teaching methodology of “learning by doing” becomes research oriented 

in achieving a practical result and consequently comes under the field of applied research. 

Intervening in a concrete study area with several planning proposals means studying practical 

and achievable solutions to solve complex urban problems. The role of the professor in this 

phase is to be a critical guide who although he or she does not exclude plurality in 

approaches, helps the students to develop planning proposals coherent with the results of 

analysis achieved and with the aims of urban regeneration established. “Research by design” 

consequently becomes a collegial activity, no longer carried out by the individual (student or 

professor) but by a community of researchers, or better still, a “community of learners”. 

A third part of the study carried out at the same time as the other phases, but which 

contributes notably to the final outcome, is research into the designing references. The method 

in this case is the more traditional one of research “about” the project, generally applied in the 

field of history and criticism of architecture. Starting from analysis of the projects previously 

developed by selected reference authors, an understanding of the architectural characteristics 

and detailed redevelopment solutions adapted to the specific context can be gained. Therefore, 

here too the choice of models and on the basis of their reusable morpho-typological 

characteristics is research that becomes an integral part of the planning process.  
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3. Teaching experience in the study area 

 

Some of the experiments in the urban regeneration projects for the abandoned Gioppo Textile 

plant in Biadene-Pederiva are summarised below. They were developed on the Architectural 

and Urban 2 Composition course at the Department of Civil, Environmental, and 

Architectural Engineering of the University of Padua taught by Professors Enrico 

Pietrogrande and Alessandro Dalla Caneva with the help of architect Massimo Mucci. The 

projects refer to the abandoned production area in the expectation of finding meaning and a 

role in the context. In general, the planning choices presented aim to enhance the quality of 

the spaces and pre-existing industrial crafts considered to trigger processes of redevelopment 

of the area socio-economically and environmentally.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. Group consisting of Anna Faccioni, Sara Gaio, Marco Schiavo, Arianna Sergio. 

Project planivolumetric plan, south façade, perspective views.  
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Figure 11. Group consisting of Bressan Giacomo, Marigo Sofia, Ruzzon Sofia. Project 

planivolumetric plan, general plan, perspective view. 

 

The project of the students Anna Faccioni, Sara Gaio, Marco Schiavo and Arianna Sergio (fig. 

10) provide for the demolition of the existing volumes while keeping the main south-facing 

façade of the old spinning-mill intact. The façade constitutes the rule for arranging modular 

parts in an orderly manner, including staggering and organising them so as to define the series 

of main collective spaces. These constitute the place where the main volumes face each other 

in a functional unitary programme that provides for the constitution of a reception pole that 

includes a food and wine area to showcase local products, a service area for the sale and hire 

of bicycles, and a hostel. The latter is a crystal-clear glazed volume that rises to balance the 

choice to enhance the horizontality of the general arrangement of the volumes in the project. 

Porticoes, covered halls, and a greenhouse implement the functional programme of the project 

that provides for spaces offering a collective meeting-space. Flat public areas with evergreen 

trees enhance the union between nature and man. 

The project by the students Giacomo Bressan, Sofia Marigo and Sofia Ruzzon (fig. 11) 

considers the maintenance of the pre-existing architecture absolutely necessary for enhancing 

the memory of the former spinning-mill. The idea provides for the constitution of a central 

courtyard around which the pre-existing spinning-mill buildings are arranged with two new 

volumes. The courtyard opens to the north to make a visual relationship with nature, the hills, 

and the Alps.   
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The idea of the courtyard has its origins in ancient times and its use is connected to the social 

value it possesses. With regard to the courtyard as the essential reason for the project, the 

words of Alvar Aalto come to mind when he described the planning competition for the 

municipality of Saynatsalo as follows: “I have used the closed courtyard as the main reason 

why it manages in some mysterious way to bring the instinct to be sociable to light. Since 

ancient times in Crete, Rome, and Greece, and through medieval times and the Renaissance, 

the meaning of the courtyard in government and municipal buildings has remained unchanged 

to the present day” (Reed, 1988). 

To enhance the pre-existing building complex students propose a series of laboratories to 

promote and safeguard the craft of spinning and a museum about the history of textile crafts 

that mark the Montebelluna area. Promoting tourism and development of the communities of 

Paderiva and Biadene is one of the cardinal points in the redevelopment process. The new 

buildings include environments like a bar, a cinema-theatre, and a multipurpose room in 

addition to services for refreshments and for bike sharing, the latter combining with the cycle 

and pedestrian path that crosses Montello. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. Group composed of Matteo Bottaro, Giacomo Maule, Vittorio Mazzon, Andrea 

Zamborlini. Project planivolumetric plan, perspective views.  
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Not unlike the first plan presented, the plan of the students Matteo Bottaro, Giacomo Maule, 

Vittorio Mazzon, and Andrea Zamborlini (fig. 12) also hypothesises keeping the main façade 

to the south, considered to be the only meaningful theme in the memory of the spinning-mill.  

Furthermore, the volume that closes the west side is also kept, arranged in opposition to the 

mill that closes the area to the east. Starting from this premise, the idea is composed of finding 

a series of relationships between the parts. In particular, the east-west axis, parallel with the 

main façade on the south side, unites the pre-existing building with the mill. The axis 

constitutes the tool for organising a series of modular volumes with reference to the rule 

imposed by the regular sequence of the gables of the main south-facing façade. Another 

north-south orthogonal axis is arranged along the original access in order to relate the project 

to the parking area and the green park to the north where the redevelopment of a degraded 

volume on the theme of the ruins is provided for. 

The main theme is given by the volumes arranged along the east-west axis. This is the starting 

point for constructing an urban block of residential houses where the axis becomes the road 

along which the residences are aligned. The theme of the residences takes the form of the idea 

of the house with a courtyard. The former mill becomes a bar restaurant and is enhanced by a 

small urban piazza placed in continuity with the space of the urban road constituting the 

public meeting place of the residential community. Lastly, the pre-existing volume to the east 

houses shop spaces for the residents. 

 

3. Results  

 

It is considered that the project aspires to construct parts of a city in a dialectic relationship 

with the pre-existing (Molinari,1997). Nowadays the project tends to disperse the traditional 

experiences of space with the ideology of the clean slate so territories are considered to be 

fields open to free interpretations with the insertion of liquid architecture that tends to 

extraordinary spectacularity in a general process of aestheticization of the world. An 

alternative to this way of taking the urban project according to methods rooted in history is 

proposed in critical reasoning where renewal of the architecture is in continuity with the 

general characteristics of a culture of living and dwelling in the place. 

 

4. Discussion and Conclusions 

 

The urban planning project is not required to intervene with surprising effects by using 

muscular architectures that only value themselves and the personal ambition of the planner. 

Architecture is required to enter the context by discretely interpreting the settlement rules in 

it, the characteristics of the place, and its atmosphere (Pietrogrande, 2019). That is, 

constructing spatial sequences by arranging volumes in continuity with the pre-existing ones.  

The dialogue the project establishes with the techniques of composing means continuity with 

the character of the place can be re-found. Above all from a spatial point of view, because 

architecture is principally the art of building the space. In the space, in fact, the values that 

define the environmental atmosphere rich in content and meaning the citizenry recognises as 

its own are collected together. Consequently, the project should be understood in the logic of 

development of spatial sequences related to other pre-existing ones already present. 
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DynasticNet: Dynamic and Static Multi-Network

Bekir Eren Çaldıran*, Tankut Acarman 

Abstract: In this work, a deep learning model, a multitask network is proposed to localize 

dynamic traffic objects such as cars, motorcycles, bicycles, buses, trucks, static traffic objects 

such as color classified traffic lights and traffic signs, pedestrians, segment drivable area and 

detect lane lines. The network design has a unified architecture, one shared encoder for feature 

extraction and three decoders for three tasks. The multi-network proposed is trained and tested 

with BDD100K dataset. Evaluation results show that the proposed method is the fastest multi-

network on the dataset with 47.62 FPS. Around multi-networks, proposed work has the second 

place on drivable area segmentation and lane line detection. Dynamic object localization 

performance of the network is state-of-theart with 40% performance increase compared to other 

models.  

Keywords: Multitask Learning, Traffic Object Localization, Pedestrian Localization, Drivable 

Area Segmentation, Lane Line Detection, Traffic Light Classification. 

1. Introduction

Intelligent vehicle technologies require accurate and reliable perception to execute 

maneuvering tasks. Vehicles need to understand the driving environment to navigate safely. For 

an intelligent vehicle to detect multiclass objects including stationary and dynamic objects, 

drivable area and lane lines, a variety of technical features need to be engineered. To accomplish 

these tasks, humans use a combination of sensors, eyes and brain to process. Therefore, to drive 

like a human, neural networks as brains and various sensors as eyes are needed for autonomous 

vehicles. In this work to interpret the environment with camera sensor, multiple tasks need to 

be accomplished. Recently, multitask networks are proposed to handle different tasks 

altogether. With the right configurations and training, multi-task networks are capable of having 

better performance than single task networks on both accuracy and speed. We proposed our 

own deep learning model, a multitask network that is able to interpret driving environment by 

itself. Proposed model is able to localize dynamic traffic objects such as car, bike, motorcycle, 

bus and train, static traffic objects as traffic sign and color classified traffic light, pedestrians, 

drivable area and lane lines. We called this dynamic and static multi-network as “DynasticNet”. 

We refer to it as so throughout the rest of the paper. To train and test DynasticNet, we used 

Berkeley Deep Drive 100K dataset (BDD100K)(Yu et al., 2018). To evaluate previous works, 

multiple subjects will be detailed seperately. Camera perception models of single and multi-

task are reviewed. For camera models, in the open literature, most methods handle tasks 
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separately. Single task networks for lane detection, drivable area segmentation and traffic object 

detection are reviewed respectively. In following multi-task networks are detailed.  

Lane line detection: Earlier methods for lane line detection used machine learning algorithms 

to detect lane lines. The methods used had a poor and slow performance. Then with the rising 

application of deep learning, network models specified for lane line detection tasks are 

proposed. To exemplify the single task lane line detection networks, some network models are 

given. Spatial Convolutional Neural Network (SCNN) in (Pan et al., 2018) makes use of 

convolutional layers to enable messages pass between pixels across rows and columns in a 

layer, but it is considered slow for a single task network due to slice-by-slice convolution. When 

a faster model is considered, in (Qin et al., 2020) a global feature is introduced by a row-based 

classification by locating lane lines on certain rows. In (Hou et al., 2019) SAD-ENet, a 

lightweight network that uses Self Attention Distillation (SAD) to allow model to learn from 

itself without additional supervision or labels are proposed. Examined models are used in the 

lane line detection performance comparisons. These single task models are specified for only 

lane line detection tasks. 

Traffic object detection: Recently, the performance of object detection models is improved with 

great momentum. There have been different model proposals, one stage methods, two stage 

methods, detections with anchors, etc. On top of that as classification models used as backbones 

are also enhanced, with newer models such as, ResNet in (He et al., 2016), EfficientNet in (Tan 

& Le, 2019) and RegNet in (Radosavovic et al., 2020), object detectors gain a speed and 

performance boost. One stage methods such as SSD in (Liu et al., 2016) and YOLO in (Redmon 

et al., 2016) combine classification and localization. Based on these networks, there are also 

detection networks proposed on top of them. Two stage methods use region proposal to extract 

features and on top of the proposals, objects are localized and classified. Region based 

Convolutional Neural Network (R-CNN) in (Girshick et al., 2014) and Region-based Fully 

Convolutional Network (R-FCN) in (Dai et al., 2016) are representatives for two stage 

detectors. In comparison with respect to two-stage methods, one stage methods are suitable for 

intelligent vehicles since they have the potential to be executed on a real-time basis. 

Traffic object segmentation: Segmentation methods try to estimate each pixel of the image to 

classify it correctly. Compared to an object detection model, segmentation models have much 

more classes to handle. When examples of segmentation methods capable of detecting dynamic 

and static traffic objects and pedestrians are examined, Pyramid Scene Parsing Network 

(PSPNet) in (Zhao et al., 2017) exploits the capability of global context information by different 

regionbased context aggregation through pyramid pooling module together with the proposed 

pyramid scene parsing network. Deeplabv3+ in (Chen et al., 2018) has a spatial pyramid 

pooling module and encode-decoder structure combined for the advantages from both methods. 

In (Yin et al., 2020), Disentangled Non-Local Neural Networks (DNLNet) uses a disentangled 

non-local block to decouple attention computation and visual clues of salient boundaries. These 

models mentioned are used in the performance evaluation of traffic object localization. 

Drivable area segmentation: Drivable area is segmented under semantic segmentation tasks 

when deep learning methods are introduced. Under segmentation tasks, usually the road is 

segmented as a whole. The segmentation methods do not have the separation we have, which 

is to segment to road but also learn the drivable space on it, considering each lane, and upcoming 

traffic lane on a two-way drive road. When road segmentation via segmentation models is 

examined, in (Long et al., 2015) Fully Convolutional Networks (FCNs) have been proposed by 

making use of a Convolutional Neural Network (CNN) classifier by replacing fully connected 
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layers with 1x1 convolutions. Then, transposed convolutions are utilized to up-sample back to 

the original image size. Unet in (Ronneberg et al., 2015) uses the encoder-decoder architecture 

and skip connections to obtain high resolution outputs. These models mentioned are used in our 

model structure and the usage details are given in the upcoming section. 

Multitask learning: Rather than focusing on single task networks of computer vision, multi-task 

models deployed for simultaneously handling different tasks together to be advantageous on 

both performance, resource usage and speed. We focus multi-task models that perform 

detection of drivable area, lane line and traffic objects tasks, which have attracted a lot attention 

recently. In (Qian et al., 2020), DLTNet capable of segmenting drivable area, lane line and 

detects traffic objects, has a common encoder and three decoder branches. Decoders in DLT-

Net are connected with context tensors. Context tensors are based on the information from 

drivable area, and these tensors increase the performance by concatenating drivable area 

parameters with lane line and traffic object branch. The DLT-Net underlying methodology is 

based on the idea that all lane lines and some of the traffic objects (only vehicles in their case) 

are located on the drivable area. Our presented multinetwork, DynasticNet, detects traffic sign 

and lights that are above the drivable area. A context tensor is not obtained since we are also 

focused on traffic lights, pedestrians and traffic signs as well. MultiNet (Teichmann et al., 2016) 

has simultaneous street classification, road segmentation and traffic object detection for cars 

with one encoder and three separate decoders. Cell based method is used in detection branch of 

MultiNet which detects object based on anchors. YoloP in (Wu et al., 2021) detects lane lane, 

drivable area and traffic objects. YoloP is on a real-time basis, uses the BDD100K dataset, and 

reaches a high-level result in accuracy and speed. MultiNet is trained with the KITTI dataset. 

DLT-Net, YoloP and DynasticNet has been trained with the BDD100K dataset. While 

comparing the slight differences, KITTI dataset does not include lane line, and MultiNet does 

not have lane line detection task. Although DLTNet includes lane line detection task, lane line 

evaluation results have not been presented. In consequence, DynasticNet’s lane line evaluation 

results, cannot be compared with these existing multi-task networks except YoloP. DLT-Net 

and MultiNet segments drivable area as a whole road. In DynasticNet, our presented approach 

separates lanes while segmenting drivable area. When drivable area is segmented, complete 

road is not segmented as drivable area, instead each lane in the drivable area is separated and 

detected. And the opposite direction of the road is detected as a non-drivable area, which is well 

presented for autonomous driving and lane keeping. DLT-Net and YoloP uses Feature Pyramid 

Network in their encoder design in (Lin et al., 2017). After shrinking the image to a certain 

level, before giving feature maps to separate decoder branches, both approaches make use of 

FPN to fuse different feature map results. After the fusion of neighbor layers, output layers are 

given to the decoder. 

2. Material and Method

This chapter concerns the methodology for building the 2D camera multi-network DynasticNet. 

The process of creating a multi network with multiple output branches and multiple loss 

functions are explained in detail. DynasticNet is presented in Figure 1. Encoder branch of the 

network shrinks the image and gets feature maps with the help of pre-trained VGG-16 

architecture, consisting of 3x3 convolutional and max pooling layers. The 3x3 convolutional 

layers learn to extract feature maps from input images, max-pooling layers use these feature 

maps to create smaller images with extracted features remaining. With the help of transfer 

learning, as VGG16 network is pre-trained with ImageNet (Russakovsky et al., 2015) dataset, 

which nearly has 1000 classes, using its already trained parameters to achieve feature extraction 

is advantageous and thanks to pre-trained parameters of VGG16. The last layer of the encoder 
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branch is given directly as an input to three decoders. For the first two up sampling operation 

inside each decoder branch, the corresponding layer from the encoder is fused. DynasticNet in 

Fig. 1 can jointly detect lane lines, drivable area and localize traffic objects as dynamic, static 

and pedestrians. If the static object is a traffic light, the color is also classified. In the decoder 

branches, the proposed method in FCN in (Long et al., 2015), increasing the size 8 times in the 

last layers (output layers with stride 8) is used to give results with details enhanced. To further 

enhance the resolution of our results and the performance, skip layers, which have been 

presented by Unet in (Ronneberg et al., 2015), are used as well. 

Figure 1. DynasticNet has one shared encoder for feature extraction and three decoders for 

three tasks. The last feature map is given as the input to decoders, the fusing operation is used 

in each decoder branch separately. 

2.1. Encoder branch 

A pre-trained network model, VGG16 in (Simonyan et al., 2014), is used as the feature 

extractor. Main advantage of using convolutional layers to extract features is to be able to 

extract high level features. Last fully connected layers of VGG are replaced with 1x1 

convolutions to feed three decoders separately from single encoder output. Encoder output has 

the size of original image divided by 32. 

2.2. Decoder branch 

For all decoder branches, the same single output from encoder part is given as an input. Separate 

skip layers for each branch are used to fuse information from different layers. By fusing 

information with skip layers, high resolution outputs are achieved. In decoder branches, 

transposed convolutional layers are used instead of up sampling and then applying convolution. 

Last transpose convolution layers have a stride of 8. Branches are elaborated as follows: 

Drivable area and lane line branch: All branches get an input of original image 32 times divided. 

With skip connections and transposed convolutional layers, input image is up sampled to the 

original image size. The output image of this branches has two channels, which represent the 

probability of each pixel for drivable area and background, and also the probability of each 

pixel for lane line and background. 

63



Traffic object branch: In this branch, multiple outputs, each can be considered as different 

detection result are fused together under three classes, which are so-called dynamic traffic 

objects, static traffic objects and pedestrians. This is not as equal to semantic segmentation 

methods that calculate each class as a different object with their unique label shapes. Instead, 

localization is applied here based on the bounding box labels where inside it is filled with class 

labels. 

Loss function and training: from three decoders, the network gives three different outputs. For 

drivable area branch, cross entropy loss is used. For lane line and traffic object branch, class 

imbalance is a problem. Lane lines constitute a very few of the image compared to background 

area samples. Considering traffic object case, the number of dynamic objects is higher in 

comparison with the number of static objects whereas static objects constitute a large number 

with respect to the number traffic light colors. To tackle these class imbalances, a special 

approach, focal loss in (Lin et al., 2017) is used. Focal loss focuses on miss classified examples. 

It aims to minimize the classification error between pixels and focuses on hard labels. Focal 

loss adds a modulating factor to cross entropy loss with tunable focusing parameter which helps 

the network to balance the weights, to not only focus on the most common class and to learn 

hard labels easier. Equation 1 and 2 gives binary cross entropy (CE) loss and focal loss (FL), 

respectively (Lin et al., 2017). In Equation 2, β indicates the weighting factor and µ indicates 

the tunable focusing parameter. 

-log(p) if y = 1 

CE(p, y) =       (1) 

-log(1-p) otherwise. 

−β(1-p) µlog(p) if y = 1 

FL(p, y) = (2) 

−(1- β) p µlog(1-p) otherwise. 

For all branches, each pixel in the image has a class. For drivable area and lane line branch, 

each pixel has either background or foreground value, either zero or one. For traffic object 

branch, each pixel has either background or one of the fifth foreground classes, either zero or a 

number between one and five. The multi-task loss is given in Equation 3. Total loss is the sum 

of three loses coming from the three branches. Lc is short for cross entropy loss and Lf is for 

focal loss. Drivable area branch uses cross entropy loss, traffic object and lane line branches 

use focal loss. For three branches ti, di, li indicates network prediction probability value for 

traffic object, drivable area and lane line branch respectively and ti*, di*, li* indicates the 

corresponding ground truth value. Since each pixel of the image has a loss value, the total loss 

of an image is calculated by the sum of all pixels, therefore W indicates the image width and H 

indicates the image height. α1, α2 and α3 are the loss weights of traffic object, drivable area 

and lane line branch respectively. Weight of the losses are chosen to avoid focusing on most 

common mask on the image during the training stage. In consequence, lane lines, compared to 

drivable area, are subject to a much higher weight as the ground truth masks covers a very few 

of the data content provided by the frame. These values are tuned to reach at the highest result 
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extracted from our network. Weights are chosen as 1, 1 and 10, respectively. While training, 

Adam is used as the optimizer and learning rate is set to 1e-4. 

Loss =  𝛼1 ∑ 𝐿𝑓(𝑡𝑖,
𝑊∗𝐻/2

𝑘
𝑡𝑖

∗
)  +   𝛼2 ∑ 𝐿𝑐(𝑑𝑖,

𝑊∗𝐻

𝑘
𝑑𝑖

∗
)  +  𝛼3 ∑ 𝐿𝑓(𝑙𝑖,

𝑊∗𝐻

𝑘
𝑙𝑖

∗
)      (3) 

For training and evaluation purposes, images from the BDD100K dataset are resized from 

1280x720x3 to 640x384x3 to use computing resources in an efficient and effective manner, to 

save memory and speed up the learning process. The used encoder VGG16 is trained with 

ImageNet in (Russakovsky et al., 2015), with images having the size of 224x224. Therefore, 

training our network with images resized by half (1280x720 to 640x384) has increased the level 

in accuracy and computational speed. To ease the learning process, preprocessing is used. The 

preprocessing method used in the training of VGG16, which zero centers the values with respect 

to ImageNet dataset, has been applied. In training and evaluation, Tesla P100 was the GPU 

used. 

3. Results

DynasticNet is trained end to end with the BDD100K dataset. Since the label of the test set is 

not published, network is evaluated with the validation set. The experiments are separated and 

explained based on the output tasks. Starting with drivable area, results for lane lines and finally 

traffic objects are given in detail. 

3.1 Drivable area results 

Mean intersection over union (mIoU) is used to evaluate drivable area results. For drivable area, 

BDD100K separates drivable areas as alternative and direct lanes. In DynasticNet, we do not 

have that separation. We only separate background and drivable area with all lanes having the 

same category. In drivable area, each lane is same for us without considering if it is an 

alternative or direct lane. Throughout our evaluation study, the mIoU metric is performed on 

separating background and foreground (drivable area). In Table 1, drivable area segmentation 

results are compared with multi-task networks. There are other single-task segmentation 

methods retrained with BDD100K that have drivable area segmentation but separates lanes as 

direct and alternative then calculate IoU for both classes and average. Mean mIoU of these 

methods are in the interval 77% and 85% according to results published in official BDD100K 

model zoo. When segmentation of drivable area without the distinction of direct and alternative 

lanes are checked, DynasticNet has the second place among multi-networks using the 

BDD100K dataset. When all methods compared, while constructing YOLOP, they retrained 

PSPNet to compare its performance with their own work. Although official PSPNet drivable 

area segmentation mIoU result is 83.80, it is stated that YOLOP got mIoU result of 89.6, 

ranking the metric result of DynasticNet in the third place considering drivable area 

segmentation around all BDD100K models. DynasticNet outperforms MultiNet and DLTNet 

by 22.1% and 21.2%, respectively. In terms of speed, DynasticNet model is 5 times faster than 

these models and it has the first place in inference speed by exceeding YOLOP 16.15%. 

Visualization results of the drivable area segmentation are plotted between Figure 3 and Figure 

5. 
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Table 1. Benchmarking results of drivable area segmentation 

Figure 3. Visualization of the drivable area segmentation result. In two-way road case, 

incoming lane is not segmented. 

Figure 4. Visualization of the drivable area segmentation result. Each lane is separated in 

terms of drivable area. 

Figure 5. Another visualization of the drivable area segmentation results that shows each lane 

is separated in terms of drivable area. 

3.2 Lane line results 

Lane lines are trained and evaluated based on the actual lane masks from BDD100K. For the 

evaluation of lane line detection, to only focus on foreground, Intersection over union (IoU) 

metric for lanes are used. Also, pixel accuracy is calculated for this task. In Table 2, results for 

Networks mIoU(%) Speed (fps) 

MultiNet 71.60 8.60 

DLTNet 72.10 9.30 

YOLOP 91.50 41.00 

DynasticNet 87.39 47.62 
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lane line detection are compared versus the existing models. For lane line detection, only multi-

task network that has evaluation is YOLOP. For this task, comparison is with YOLOP and other 

single task state-of the art lane detection models. All other methods in this comparison use 

single line (usually center line) for a lane line representative. We use several lane classes and 

since we trained the network with official BDD100K masks, it is more challenging to learn. In 

terms of IoU for lanes, since we train with official masks, it is more complex for the network 

to represent a lane line with two lines. In terms of accuracy, a higher result is obtained. In 

SCNN, input size is 800 × 288 and pixel sizes for lane lines are 16 in training and 30 in 

evaluation. These changes make their evaluation very specific to lane lines. ENet-SAD and 

YOLOP uses images with size 640x384 and single center line with width set to 8 in training 

and 2 at evaluation. For us, pixel width is 2 in training and testing also the image size is same 

with ENet-SAD and YOLOP, which is 640x384. Around multi-networks, DynasticNet has the 

second place on lane line detection. Visualizations for lane line detection are given in Figure 6, 

Figure 7 and Figure 8. 

Table 2. Benchmarking results of lane line detection 

Figure 6. Visualization of the lane line detection result. Road curbs and lane lines are 

detected. These are the direct masks from predictions and are not post processed by any 

means of line fitting. 

Figure 7. Visualization of the lane line detection result. Dashed lines are detected. 

Networks Accuracy (%) IoU(%) 

SCNN 35.79 
15.84 

ENet-SAD 36.56 
16.02 

YOLOP 70.50 
26.20 

DynasticNet 70.27 
15.15 
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Figure 8. Another visualization of the lane line detection result. 

3.3 Traffic object results 

For traffic objecs, MultiNet, DLT-Net and YOLOP have a detection task and can only be 

evaluated by vehicle objects. Localization is used in our work and Intersection over union (IoU) 

scores for each class can be calculated based on the ground truth bounding box labels of the 

objects where the bounding box is filled with class labels like in semantic segmentation. In 

semantic segmentation, shapes of the labels are different for cars, people, bike etc., Here, all 

classes have box as the label shape. Using a common shape for labeling helps us bring multiple 

classes under the same category and learn all of them as one. Instead of creating an object 

detector, as our aim is to work with multiple tasks, this localization technique of objects as 

dynamic/static objects are useful and faster. To create a detector for these tasks, instead of 

grouping multiple classes under super categories, each class would be considered separately. 

Pedestrians and traffic signs would be two of the different classes. Also red light and green light 

would be classified beforehand.  

To calculate the performance, Intersection over union (IoU) metric is used. Each corresponding 

ground truth and network output result for a class is mapped together to get their intersection 

and union. Then intersection of these results is divided by their union to achieve IoU. The 

performance is compared with single task semantic segmentation methods re-trained with the 

BDD100K dataset. The IoU metric results of specific objects given in BDD100K model zoo 

are used to get performance results of the segmentation methods. While calculating IoU for 

dynamic objects, the mean of other methods IoU results on car, bus, bicyle, motorcycle and 

truck are calculated. Since traffic lights are classified in this work but not in segmentation 

methods, separate categories used to calculate the performances. Considering dynamic objects’ 

IoU, segmentation methods “motorcycle” and “truck” category results lower their mean. Since 

the data size of red light and pedestrians is lower compared to other categories in the training 

data, our results are lower on these categories as expected. Mean IoU (mIoU) is calculated 

according to the categories on Table 3. 

As cars, bike, motorcycle, bus, truck are grouped and trained together under dynamic traffic 

objects, a performance boost is gained instead of focusing each of these objects separately. 

Although segmentation methods are one of the greatest models, they do not perform that great 

at BDD100K dataset due to its complexity. The presented approach performs better on green 

lights because of the imbalance between red and green light. There are lots of images in the 

dataset, captured at nighttime. Nighttime images make it complicated to seperate red lights from 

car’s red stopping light, causing misclassification of a red traffic light. And secondly, depending 

on the state regulations, lights are not mounted in a unique manner, some lights are mounted 

with a metal pole holding the light and some are mounted with a cable above the road surface. 

Traffic object localization results in different road scenes are visualized in Figures between 9 

and 11. 
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Table 3. Results for traffic object localization. Comparison results versus the state-of-the-art 

single task segmentation methods on BDD100K dataset. 

Figure 9. Visualization of the traffic object localization results. Red color indicates red light, 

dark purple indicates traffic signs and blue indicates dynamic objects. 

Figure 10. Green indicates green light, dark purple indicates traffic signs and blue indicates 

dynamic objects. 

Figure 11. Red indicates red light, dark purple indicates traffic signs, magenta indicates 

pedestrians and blue indicates dynamic objects. 

Networks Dynamic 

IoU (%) 

Pedestrian 

IoU (%) 

Sign 

IoU 

(%) 

Light 

IoU 

(%) 

Red 

Light 

IoU 

(%) 

Green 

 Light 

IoU 

(%) 

mIoU 

(%) 

DNLNet 53.12 
53.92 49.23 40.60 - - 49.22 

PSPNet 52.66 
55.08 48.98 41.52 - - 49.56 

DeepLab 

v3+ 
52.06 

55.28 49.71 42.06 - - 49.78 

Dynastic

Net 
73.54 

41.38 42.88 - 31.58 41.51 46.18 
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4. Discussion and Conclusions

In this paper, a multi-network model, DynasticNet is proposed to handle different tasks 

simultaneously. Drivable area and lane line is detected while localizing dynamic objects, static 

objects, pedestrians and classified traffic light colors. DynasticNet has the second place on 

drivable area segmentation and lane line detection among multi-networks using the BDD100K 

dataset. In dynamic object localization, the presented multi-network model performs 40% better 

than the stateof-the art segmentation methods. By labeling different objects under the same 

class and training, classes with a smaller number of samples such as motorcycle, bike and truck 

are learnt in an efficient and effective manner. Around multi-networks, DynasticNet has the 

first place for inference speed by 16.15%. Within average 21ms latency of the network, pre-

processing, inference by model and post-processing latencies are combined, total time it takes 

to input an image and acquiring the output is given. By referring to our average 21ms latency, 

with 47.62 FPS, DynasticNet can run in real-time on standard and embedded devices.  
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Abstract: The purpose of this paper is to promote satellite communications by creating a 

communication and control platform that simplifies the interaction between the operator and 

the communication algorithms. The communication platform represents the application level of 

the nanosatellite communication stack and allows to provide the user with a simple and explicit 

graphical interface on the one hand and on the other hand it must automate, as much as possible, 

the nanosatellite communication process. The platform must allow users to receive useful 

information received from the nanosatellite, information on the status of the satellite and its 

subsystems, and to send to the nanosatellite the appropriate commands to configure it, reset it 

or request useful data. The general communication architecture with the nanosatellite is 

obtained after the implementation of the communication platform and the monitoring of the 

nanosatellites. In order to make the training process more efficient, it is proposed to apply the 

blending elearning approach. There are online courses on the elearning moodle TUM platform 

that reflect both the theoretical and practical part of satellite communications, which are 

mandatory for students studying these disciplines, as well as accessible to other students who 

want to get acquainted with modern satellite technologies.   

Keywords: satellite communication, educational nanosatellite, ground station, blending 

training   

I. INTRODUCTION

The National Center for Space Technologies (NCST) of Technical University of Moldova 

(TUM) has been oriented towards a series of nanosatellites, according to the international 

standard CubeSat. In 2019, the NCST team participated in the fourth round of the KiboCUBE 

Program with the “TUMnanoSAT” nanosatellite project proposal and won this competition for 

free launch by JAXA. This project  includes the student-initiative design and fabrication of 

critical components, including the payload and CubeSat modules.   From the other hand the 

satellite communication is also very important. The reception of the satellite telemetry data and 
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payload data is achieved through a radio architecture. The functionality of a traditional radio 

architecture, within a satellite communication, is primarily based on hardware components, 

with minimal software configurability. Conventionally, they consist of: modulators, coders, 

amplifiers, filters, mixers, etc., dedicated to a certain mode of transmission. The software part 

is dedicated to the control of the interfaces with the communication network. Given that the 

hardware predominates in this model, a possible upgrade of the system would mean a total 

change of the model and a redesign of the system. SDR or Software Defined Radio solves this 

problem.    

The discussed communication platform represents the application level of the nanosatellite 

communication stack and allows to provide the user with a simple and explicit graphical 

interface on the one hand and on the other hand it must automate, as much as possible, the 

nanosatellite communication process. The platform allows users to receive useful information 

received from the nanosatellite, information on the status of the satellite and its subsystems, and 

to send to the nanosatellite the appropriate commands to configure it, reset it or request useful 

data.  Based on this communication platform, the students acquired experience with industrial 

level integration and testing procedures. Undergraduate teams working on TUMnanoSAT lead 

the design and fabrication of the payload, structure, and system integration, providing 

experience with systems engineering, technical writing, and various cross-disciplinary 

applications. Over fifty undergraduate students, several graduate students and faculty members 

from several departments were involved in this project in both the development and testing of 

the TUMnanoSAT nanosatellite subsystems to enhance understanding of the fundamentals of 

engineering.   

In order to make the training process more efficient, it is proposed to apply the blending 

elearning approach. There are online courses on the elearning moodle TUM platform that reflect 

both the theoretical and practical part of satellite communications, which are mandatory for 

students studying these disciplines, as well as accessible to other students who want to get 

acquainted with modern satellite technologies.   

II. RECEIVING STATIONS OF TUMNANOSAT

Successful missions require good communication with the ground segment. The satellite 

subsystem is based on the Endurosat UHF transceiver, based on the SI4463 integrated circuit 

from Silicon Labs. The basic features of the messages transmitted by TUMnanoSAT are:    

• GMSK Modulation

• AX.25 protocol

• 9600 baud-rate

• NRZI and G3RUH Scrambled

• 1 W transmission power

• Beacon Frequency: 1/30 s

• Telemetry Frequency: On request

TUM Center of Space Technologies has 2 ground stations with the following architecture: 

The ground stations are located at 200 km distance. Each station has two antennas assembly. 

The antennas, mounted on the mast, are connected with RF ecoflex cable to the LNAs (Low 

Noise Amplifiers). X-Quad 70cm and X-Quad 2m to LNA SP70 and LNA SP200 respectively. 

The next node connected from the LNAs consists of coaxial relays which split the signal for 
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feeding it into the ICOM IC-9100 and USRP B200/E310 to be further processed. Besides the 

main RF connections there is also a data line connection from the PC Ground station to the 

signal processing units (ICOM and USRP) and a control line connection to the rotator controller 

and relays.   

Ground station have 2 possible variants of SDR configuration: 

• The first choice is USRP B200 as a peripheral device and a PC as a processing device,

connected through USB interface (preferably USB 3.0 for more bandwidth)

• The second choice is USRP E310 as both, peripheral device and processing device. USRP

E310 uses its FPGA for digitizing the received data and its core for processing, working

as a standalone device and mounted directly on antenna mast.

Regardless of the configuration of SDR that we choose, a software program is needed to process 

the data. The easiest way to create such software is to use GnuRadio Companion.  In the figure 

3 is presented flowgraph created in GNU Radio for communication with   TUMnanoSAT, the 

telecommand part. ZMQ PULL Message Source is used as a socket for external application, 

then these messages are encoded in a AX.25 frame. Fixed Length Framer is modified digital 

block to create radio packet according to TUMnanoSAT Si4463 transceiver.   Also Center of 

Space Technologies at Technical University of Moldova arranged a Mission Monitor and 

Control System where it is possible to see and control each antenna and get the information 

from a specific satellite. The software used for tracking is Gpredict. In Mission Monitor and 

Control System is integrated as well remote control of satellite communication ground stations 

[7] .

 One of the biggest problems that face universities ground stations is their underutilization 

problem. Most of the time, ground stations sit unused due to short window of communication 

with satellite. The communications window for common CubeSats in the LEO is about 12 min 

per pass in the best-case scenario. In practice, however, the quality of a pass is very sensitive to 

the environmental factors as well as maximum elevation of the satellite as seen from the ground 

station. One of solution is, of course, utilization of networks that allow collaboration and   

collection of data between ground station operators. There are a lot of projects meant to make 

easier communication between stations [2].   

Figure 1. TUMnanoSAT ground stations 

architecture   

Figure 2. Antennas assembly at TUM 

NCST  
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 TUM Center of Space Technologies started to implement its own network of ground 

stations, during 2016-2018  under the project "Developing the Terrestrial Satellite Networks 

as a Platform for Cooperation with European Spatial Technology Partners"  in partnership 

with the Space Sciences Institute (SSI) of Romanian Space Agency (ROSA). The idea of 

connecting ground  stations through a virtual network of computers was developed within 

the project, which allows considerable extension of the radio visibility period of a satellite 

and, consequently, increasing the amount of data sent. Another opportunity is the 

simultaneous reception of data from a satellite via several ground stations, and storing them 

in the command center, where the data packages will merge. For the first stage were 

connected ground stations from TUM Center of Space Technologies and ground station from 

SSI of ROSA, Bucharest, Romania, based on which the interaction procedures were verified 

[5].   

III. REMOTE CONTROL OF SATELLITE COMMUNICATION GROUND

STATIONS

The TUM Center of Space Technologies network of ground stations is designed and constructed 

so as to ensure the communication among stations regionally / worldwide via the Internet. 

Ground stations can communicate via client applications with server components based on TCP 

/ IP protocol. The architecture developed  enables centralizing the data received from a satellite 

by different ground stations in the same database. Client applications can only communicate 

with the server, Server components having the administrative role. The Server component is 

the only link of the system which provides access to the database and is able to communicate 

with all client applications in the system. In order to implement the remote control of ground 

stations, the “client-server” classical architecture was taken as the basis consisting of three 

parts: a VPN server and a separate network device that interconnects the main server and the 

clients in a secure manner; the main high-performance server that manages the entire network 

and provides a web interface for end users; a number of clients PCs worldwide connected to the 

VPN network. Clients can be of two categories: the first category - only to access the web 

interface, and the second category - to connect the ground station to the network for its joint 

use [5-9].    
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Figure 3. Mission Monitor and Control System  

Currently, the VPN server runs on the computer MikroTik Cloud Router with advanced 

performance - a high level of flexibility and a wide range of possibilities. The main server is 

running on the “blade” type server Sun Microsystems and Ubuntu Server LTS is used as 

operating system and provides a range of personalized services developed for the remote 

control of ground stations. For the purpose of redundancy, a second “blade” type server is 

installed, identical to the main one. The client computer can be any type of PC, from a 

medium performance SBC to a “high-end” desktop computer. The choice depends on the 

purpose of the end user, which may consist of access to the web interface and / or connection 

to the ground station. At the current stage of implementation, the client software for the 

connection to the ground station has been tested successfully on a Raspberry PC SBC module 

and a desktop PC, which is running an Ubuntu distribution, but it can run any other operating 

system: Microsoft Windows, Mac OS X, GNU / Linux and even on BSD derivatives.   
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The Software “server-side” component was developed at NSTC that provides the following 

services and / or certain functional destinations [10-13]:   

▪ Main DB – the main database for storing data necessary for current operations (data

stored for a short period of time);  

▪ Scheduler – monitors the main DB for current data, making decisions based on

previously acquired data - appealing the Launcher or sending data to the DB archive; 

maintaining and updating TLEs and future observations based on updated information;   

▪ DB archive – database in which previous data is stored in the long term;

▪ Web Client – GUI component, enables end users to interact with the system in order to

schedule new observations or remove old ones, view information about the connected ground 

stations etc. (only accessed by clients of the VPN network);      

▪ Web Server – ensures the functionality of the Web Client component and access to

databases; 

▪ Launcher – is the service that communicates with clients (those with the ground station

connected), sending them commands required to fulfil specific tasks based on some parameters 

provided by Scheduler;    

▪ Ground Station – is the end point of the system that receives and executes the requested

commands.  

▪ VPN network – client-server communication via secured VPN network tunnel; Server

Link – the client receives all commands from the server-side component. 

IV. DATA MANAGEMENT FOR INFORMATION RETRIEVAL IN GROUND 
STATIONS NETWORKS

Monitoring ground stations are not built typically parallel because, on the one hand, the beam 

of radio waves from the satellite is relatively narrow and, on the other hand, the development 

Figure 4   . Server components of remote control of the ground stations.   
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of several backup ground stations for a space agency can be very expensive. Networks of 

educational ground stations can share resources to ensure simultaneously the reception of the 

data stream from a single satellite. The reception from a “downlinks” satellite offers both 

opportunities and challenges. The opportunity is to get redundant data from ground stations, 

and the challenge lies in the need to develop a system that requires the use of appropriate 

methods of management and data synchronization.    

Data management has evolved from the idea of combining multiple data streams from the 

same satellite, received at a number of geographically distributed ground stations. 

Theoretically, these data streams received in parallel by ground stations should be identical, 

but in reality they differ for several reasons. For example, the interaction time of each satellite 

and ground station differs depending on the route. When two routes overlap, the ground 

stations being geographically spaced apart, there is a small period of time during which only 

one of them will be in contact with the satellite. Thus, each station receives different sets of 

data frames. To solve this problem ground stations of the network must be synchronized 

between them, to command data frames received on a common time scale worldwide. This 

supposes both synchronizing computer clocks and timing of subsequent data streams.   

V. BLENDING TRAINING OF STUDENTS  TO PROMOTE  SPACE TECHNOLOGIES

In the last time it is observed a slowing interest of pupils and students  towards a research or 

engineering career. In the same time there was noticed an underperformance of current 

students in engineering and science. Analyzing the reasons for this poor performance, there 

were identified several key factors including the quality and incompleteness of academic 

programs, the existing gap in scientific knowledge among school teachers, the lack of 

information, motivation, environment and opportunities for children and students regarding 

the science and technology. Space endeavors and related technologies are a constant and 

strong catalyser for human scientific development and can be successfully used to attract the 

interest towards science and engineering of a larger number of people from four target groups 

at different education levels: children, high school students, students and master degree 

students, PhD students.     

As a global approach project includes raising awareness about space field, generating 

relevant project ideas and their implementation, creating a favorable environment for 

personal scientific development among the target groups. The outreach activities are 

differentiated for each group taking into account their education levels and backgrounds. For 

the first group, it is intended to draw the attention towards the space science through movies 

and lectures held at the planned planetarium located in the observatory at NCST-TUM. 

Furthermore, for those interested there will be available online lectures and contest proposals 

placed on the planned website platform.   

In order to initiate the 2-nd group in the space technology there were planned the online 

lectures on relevant science areas such as of physics, mathematics and programming, 

followed by the proposals to use the gained knowledge in practical activities related to 

aircraft flights and mechanics of celestial bodies, assembling simple Robo-KITs, aircraft and 

copters KITs and even classroom satellites (CubeSat format). To boost and maintain the 

motivation there are planned contests and summer schools. The general scope of activities 
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planned for this target group consists in increasing the number of high school students with 

an interest towards university education in the specialties related to space science and 

engineering.    

For the current university students, the proposed activities include online and video lectures 

on advanced topics not covered by standard curriculum such as microcontrollers and 

electronics used in spacecraft and satellites, satellite design, attitude control and stabilization 

etc, generating project proposals (including license and Master Degree theses) related to 

space science and their implementation, summer schools and workshops  with invited 

speakers from the consortium partners. The biggest motivation will be to have the 

opportunity to participate in the design and elaboration of SATUM.  The partners involved 

in the project will compliment each other in creating and implementing the educational 

content, and sharing their expertise and knowledge.   

Regarding the PhD students, it is necessary to prepare intriguing research topics, provide an 

adequate environment, equipment and assistance and offer the possibility of bringing their ideas 

to life. The partners also can be involved in co-advising joint Doctoral Degree theses. All 

information about recent developments of space science and technology, online and video 

lectures, contest conditions, assistance will be integrated on the to be developed website 

platform that will allow effectively and efficiently share resources, communicate with target 

groups, disseminate results and distribute the project information to the press and the public.   

In order to achieve the main goal of this proposal - excluding the lack of scientists, engineers 

and technicians on the area of space research and development  by dissemination of 
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experiences in the space domain and to  contribute  to building of  long-term partnerships 

between peoples from different Europe countries there are planned activities that can act as 

catalyzers in motivating pupils and students at different ages and education levels: Phase I: 

Promoting of space technologies through the media of radio and television lectures, live-TV 

programs via the Internet for a wide blanket of listeners - students in schools in different 

languages: Romanian and English as possible. Phase II: Studying of space related 

technologies through e-learning platform Moodle, live-TV programs via the Internet to 

students in schools/universities in different languages: Romanian and English as possible 

[15-16]. Phase III: Organization of summer schools, workshops  and contests on space 

technology issues and identifying the most talented competitors.  Training cycle ends with a 

media coverage as party competition and awarding participants. An important point is to 

create a "database" of participants with recommendations for their admission at prestigious 

institutions and/or companies engaged in space research and technology development.   

VI. CONCLUSION

TUM Center of Space Technologies developed a terrestrial infrastructure with a modern 

approach in the communication procedures with the microsatellites using Software Defined 

Radio technology for communication. SDR provides a new approach to designing a network 

of ground stations satellite, an approach that brings primarily significant reduction in design 

complexity and cost and offers a flexible environment, versatile radio architecture 

development. There were identified a several key factors including the quality and 

incompleteness of academic programs, the existing gap in scientific knowledge among 

school teachers, the lack of information, motivation, environment and opportunities for 

children and students regarding the science and technology. The implementation of project 

results will improve the quality of teaching by providing all study materials and imposing a 

study discipline as well as for parttime studies, continuing education and full-time studies.   
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Abstract: This paper deals with a challenge for the information and communication 
technologies (ICT). The main objective is to provide the target groups (children/young 
people, students, and PhD students) motivation, and opportunities to pursue careers in 
information and communication technology. Amongst specific objectives are: to enhance 
the promotion of research and technological achievements in this domain, among target 
groups; closing the gap in education programs used by schools and universities, 
related to information and communication science, by creating appropriate content (video 
lectures, on-line lectures) and implementation of information (competitions, summer 
schools, workshops); providing opportunities for pupil and student to develop their 
motivated ideas in science and information and communication technology; creation of 
courses on web platforms that integrate effectively promotion of research, achievements, 
results dissemination and efficient sharing of resources with online education target groups. 
This paper presents how to teach, using the web, the components of an e-learning course 
website, and the structure of the instructional process. These learning environments 
will improve student performance in ICT courses offered at Technical University of 
Moldova (“TUM”). Our web-based instructional methodology focuses on teaching the 
systematic problem-solving skill. The development of courseware materials for student 
engineers in Republic of Moldova will have an increasing impact on the national scene 
of engineering education. 

Keywords: computer-aided learning efficiency, information and communication technologies 
providing 

1. Introduction

The open-source learning management systems (“LMS”), such as MOODLE, are platforms 
that allow users to build and offer online courses. It was built for traditional online 
classrooms, which attract a large number of students. Moodle is suited for organizations that 
want a full-featured, customizable LMS. The platform offers educational tools, analytics 
and SCORM compliance. The trade-off is that the platform is over 10 years old. The number 
of configuration options can be daunting, and system performance suffers with larger numbers 
of students. Our main objective is to provide the target groups (students and PhD students) 
motivation, and opportunities to pursue careers in information and communication 
technology. Amongst specific objectives are: to enhance the promotion of research and 
technological achievements in this domain, among target groups; closing the gap in 
education programs used by schools and universities, related to information and 
communication science, by creating appropriate content (video lectures, on-line lectures) 
and implementation of information (competitions, 
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summer schools, workshops); providing opportunities for student to develop their motivated 
ideas in science and information and communication technology; creation of courses on web 
platforms that integrate effectively promotion of research, achievements, results dissemination 
and efficient sharing of resources with online education target groups. In order to make the 
training process more efficient, it is proposed to apply the blended e-learning approach. There 
are online courses on the TUM Moodle e-learning platform that reflect both the theoretical and 
practical part of communications, which are mandatory for students studying these disciplines. 
It is also accessible to other students who want to get acquainted with modern communication, 
including the satellite technologies. 

2. Learning system structure on the TUM Moodle platform

A modular and hierarchical structure was incorporated in designing the organization of the 
learning system. Five levels were maintained to hierarchically structure the contents. 
The learning material was classified into modules at each level to ease the content and 
course management by providing flexibility for reuse. An example of such structure of the 
learning system is shown in Figure 1, based on the “Satellite communication” online course 
from TUM Moodle Platform [4, 6]. 

The structure resembles that of an academic curriculum. Each level can be compared to the 
levels in the traditional education system. The top level in the system structure was 
broadly divided into categories called “modules”. This stage is similar to the different streams 
and majors in the academic curriculum that a student can take. As there may be different 
courses available in each stream that make them unique, the modules consist of 
individual “lessons” that supplement information on related topics. 

Figure 1. Learning System Structure 
The lessons were further divided into “objectives” to provide a fundamental learning 
experience for the students, with explicit material focusing on specific topics. These 
objectives, which are the building blocks for the entire learning system, are comparable to 
the different chapters in a textbook used for a course. The last level in the learning system 
represents the content organization and presentation for each objective. The contents for the 
objective were displayed by segregating into frames. This level in the system is similar to 
the pages of each chapter in the textbook. As each chapter may vary in the number of pages, 
the objectives were 
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also designed to vary from 1 to 20 frames depending on the volume of content. Though each 
frame displayed specific content, they were made self-contained in a single environment for an 
objective. This was done to maintain continuity in learning and minimize waiting time to load 
each frame. This frame-based structure was designed to display small chunks of material and 
help the user to grasp concepts gradually before proceeding to the next one. 

3. Mobile and Satellite Communication course organization

The course organization is based on Bloom's taxonomy of education objectives, applied to e-
learning of Mobile and Satellite Communication [1, 4]. As engineering curricula and courses 
continue to be restructured due to emerging technologies and ideas, it has become difficult 
to decide what body of knowledge should be retained and what is to be left out, given that 
the length of time for undergraduate education is limited to four years.  
The choice of using e-learning technologies should also include the commitment to assess the 
course content, the learning outcomes, and interaction needs. These are also known as the “Five 
I’s” of effective e-learning: interaction, introspection, innovation, integration, and 
information. Interaction refers not only to the communication that should occur between the 
student and the teacher, or the student with other students, but also the interaction between 
the students and the content of the course. Thus, asynchronous, and synchronous 
communications as well as the presentation of print materials and links to the Internet form 
the technology needs of interaction. Introspection is the interpretation, revision, and 
demonstrated understanding of concepts. Discussion boards and graphics can be 
effective technologies to encourage introspection. Innovation refers to the ability of 
teachers to experiment with technologies in order to address various learning styles. Thus, 
combination of audio, video, and asynchronous discussion can provide various 
opportunities for students to learn. Integration reflects the integration of facts, concepts, 
theories, and practical application of knowledge. Using case studies, print exercises, and 
role-play can create a setting in which integration can occur. Information refers to the 
knowledge and understanding that is a prerequisite for students to move to the next level 
of learning [1,4].  
The instructional objectives provide the basis for instructional activities in and outside of the 
classroom/laboratories. For each class, the students come in with different learning styles 
and capabilities. Variation in learning styles of the students can be addressed through 
course organization. Today, the course organization is generally at the prerogative of the 
teacher who teaches the course. However, there is a general consensus and effort is being 
mounted by all faculty members to adapt instructional techniques that enhance student 
learning in and out of the classroom. It is therefore the teacher who is required to take into 
consideration the different learning styles, in order to build the class presentations around a 
combination of pedagogical techniques, so as to accommodate all the students enrolled in the 
course.  
Shown in Table 1 is a sample of course objective for mobile and satellite communication. It 
is obvious from the objectives that this is not a traditional first circuit course in a 
typical communication engineering program. Also noteworthy is that only the first two sets of 
objectives are written out in detail. As a rule, the objectives indicate things that the student 
must be able to do at the end of the course. 

Table1: Sample Instructional of the mobile and satellite communication 
Objectives Contents of lessons 
To know: 
- main definitions
of communications satellite;
- classification and

T4. Satellite communications. 
T4.1 Development of satellite systems. Types of orbits 
Space system components: space segment; the terrestrial 
segment; user segment. Modes of communication 
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generations subsystems of 
satellite communications. 
Be able to: 
- to know the structure
hardware and software
communication systems for
satellites;
- to determine the mode
needed for solving concrete
problems of communication;
- to know the functions of
various communication
subsystems.

between segments of space systems. Recommendations 
for the implementation of the microsatellite 
communication subsystem (continuous use of "beacon", 
use of common modes for amateur radio, verification of 
the possibility of monitoring the satellite at the launch 
stage with other ground stations). 
T4.2 Digital communication techniques. 
Techniques that allow basic band signals to be 
transmitted remotely, to adapt the characteristics of the 
signals transmitted to the constraints imposed by 
communications through satellite channels: power and 
bandwidth. The ways in which these resources can be 
traded from one another. Ways to achieve an optimal 
compromise, giving it maximum capacity at minimum 
system costs. Typical functions implemented for 
transmitting digital signals: processing or formatting tape; 
modulation and 
digital demodulation; encoding and decoding. Bit error 
rate (BER) per bit energy ratio and spectral power density 
(Ec / N0), power bandwidth trade-off due to the encoded 
channel. 

It is pertinent to call the student’s attention to the entries in the instructional objective Table 
1. The writing of instructional objectives or course objectives is an elaborate exercise that takes
a lot of time. Generally, the instructional objectives are divided into weekly activities and entered
into the course calendar.

Some helpful strategies for establishing education objectives for on-line courses are: 
a) Establishing online threaded discussions that deal specifically with assignments and
projects;
b) Establishing course projects that:

• require problem finding and problem solving, not only the raw memorization of facts
and information; and
• challenge everyday thinking to address diverse perspectives on issues.

c) Establishing learning outcomes that translate to and have lasting benefit to real-world
practice.
d) Create conditions for a knowledge sharing community to emerge and create as many
opportunities as possible for others to learn your infrastructure for knowledge sharing.
Motivation and opportunities for students and masters to pursue a career in information and

communication science, including space science, can be successfully achieved by promoting 
research and technology achievements in information science, communications, and space 
technology and by actively involving them in a real scientific project with great impact. 

In order to increase interest in information research, communication, space and satellite 
technologies, which in turn will positively influence the overall scientific performance of future 
and current students, TUM has set up several laboratories for the development of 
communication systems, created a space technologies center with the long-term goal of 
development, manufacturing and launching nanosatellites. On the other hand, it has concluded 
collaboration agreements with companies and operators of mobile and satellite communications 
to involve students in their real projects. 
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4. The study of the quality of blending learning

In order to establish the general level of motivation and satisfaction of students regarding 
the quality of blended learning, an extensive survey was conducted, in which the 
following aspects were addressed: the degree of satisfaction with reference to the quality of 
organized distance learning; focus on distance learning; prompt response to requests from 
teachers and colleagues; the degree of correspondence of the knowledge obtained with the 
expectations; the efficiency of teaching the material; the degree of difficulty of learning 
through the form of distance learning; the degree of qualification of teachers for distance 
teaching; the degree of ease of learning through the proposed teaching materials; the quality 
of the theoretical courses and the practical activities carried out at a distance; the duration of 
the individual study and the availability of further follow-up of this form of training [2, 3]. 

The applied questionnaire includes 11 questions with answers and 2 open-ended topics for 
the presentation of opinions and suggestions. The survey was conducted online, through the 
platform My University - Student, (https://utm.md/universitatea-mea/ ) between 27.04 - 28.05 
2020 and 27.02.- 27.04.2021. The survey was completed by 870 (20.2%) and 608 
(13.26%) students, respectively. The survey was implemented in the following conditions 
for teaching activities: fully online in the spring semester, academic year 2019/2020, in 
blended format (theoretical activities and some practical online activities, face-to-face 
laboratory work) for the autumn semester and fully online for the spring semester in the 
academic year 2020/2021. 

We will present some comparative results of the survey conducted in the two rounds, 
highlighting the aspects of improvement and those suggested for the development of the blended 
form of distance learning: two topics, which address issues related to student expectations 
and perceived effectiveness of online teaching (figure 2,3). 

Regarding the quality of the knowledge obtained in the academic year 2020/2021, 31% of the 
respondents mentioned that the knowledge obtained corresponded to the expectations, 
being registered a substantial increase of this quota of respondents (by 18%). The share of those 
dissatisfied with the knowledge obtained has decreased compared to a.u. 2019/2020 by 19%, and the 
number of partially satisfied remained relatively constant. In the same context, 47% of respondents 
believe that the material was taught efficiently, compared to 20% of the academic year 2019/2020, 
48% consider that the learning material was taught moderately efficient, and 5% - not at all 
efficient, decreasing by 18% compared to academic year 2019/2020. 

Figure 2. To what extent did the knowledge 
gained in the distance learning process met 

expectations? 

Figure 3. How effectively was the material 
taught through the form of blended learning? 
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Conclusion 

In order to motivate students for an effective acquisition of ICT material, it was proposed that 
the study activities be carried out in a mixed/blended way, through online courses, by 
applying pedagogical methods, but also methods and materials characteristic to 
traditional forms of teaching - face-to-face teaching and involvement of students in real 
projects. 
For a real transition to the form of distance learning, but also the introduction of online 
training as a form of support for traditional forms of learning, the following directions of 
activity can also be summarized: 

1. Selection of training strategies appropriate to the form of education, adapted to the

 

general cycle and field of study and, of course, to the discipline taught.
2. Ensuring correct and effective learning for students. The form of online studies is

 

focused on asynchronous activities, and this requires the reorganization of the

 

informational content of the courses without affecting the scientific nature of the taught

 

material.
3. Improving the scientific-teaching staff in the field of distance teaching methodology and

 

designing teaching materials oriented towards this form of teaching.
There were identified several key factors, including the quality and incompleteness of 
academic programs, the existing gap in scientific knowledge among schoolteachers, and 
the lack of information, motivation, environment, and opportunities for students regarding 
the science and technology. The implementation of the real project results will improve 
the quality of teaching by providing all study materials and imposing a study discipline 
for all forms of study, part-time studies, continuing education and full-time studies. 
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Abstract: To obtain maximum power in thermoelectric generators (TEG), converters with 

maximum power point tracking (MPPT) algorithms are used. However, the maximum power 

point (MPP) cannot be achieved for each load value in these converters. In this study, the 

range of the load that can be connected to operate the TEG in the most efficient way with a 

non-isolated boost converter embedded in the Perturb&Observe (P&O) MPPT algorithm was 

investigated. For this purpose, a 50 W boost converter was calculated and connected to a 

45.76 W TEG. Simulation studies of the TEG and the converter were carried out in 

MATLAB/Simulink environment. When the load value connected to the converter is smaller 

than the TEG internal resistance, it was observed that the P&O algorithm could not produce 

sufficient duty cycle rate and did not work actively. When the connected load value is equal to 

or greater than the TEG internal resistance, the P&O algorithm produced the duty cycle rate to 

follow the MPP value and reduced the load dependence of the TEG. 

Keywords: Thermoelectric generator, MPPT, Boost converter, Load limit 

1. Introduction

Thermoelectric generators (TEG) used to recover waste heat are semiconductor elements. 

Output power increases in direct proportion to the temperature difference between their 

surfaces (Mamur and Üstüner, 2021). Since the efficiency of TEGs is low, it is important to 

obtain maximum power for improving their working performance and ensure that they work 

close to full capacity. To generate maximum power from the TEG, the total internal resistance 

of the TEG system and the external load resistance connected to the TEG system must be 

equal (Bond et al., 2015). The circuit diagram of TEG and load connection is given in Figure 

1. The load resistance in the circuit varies.
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Figure 1. TEG load connection 

 

The load in the TEG system is connected to obtain power from the TEG. Maximum power 

point (MPP) is reached when the load resistance and TEG internal resistance are equal 

(Bhuiyan et al., 2022). This situation cannot always be achieved because the load is not 

always the same and the internal resistance of the TEG changes depending on the temperature 

(Mamur and Çoban, 2020a). But this equality is always desired. 

 

The maximum power from the TEG is explained by the following equation, depending on the 

open circuit voltage and internal resistance: 

 

𝑃𝑇𝐸𝐺_𝑀𝐴𝑋 =
𝑉𝑂𝐶

2

4𝑅𝑖𝑛𝑡
     (1) 

 

Where, 𝑃𝑇𝐸𝐺_𝑀𝐴𝑋 is the maximum power of TEG in (W), 𝑉𝑂𝐶 is the open circuit voltage of 

TEG in (V), and 𝑅𝑖𝑛𝑡 represents the internal resistance of TEG in (Ω). TEG current and TEG 

voltage vary linearly with load. Since the DC-DC converter connected between the TEG and 

the load is the load of the TEG, making the TEG internal resistance and the DC-DC converter 

resistance equal is carried out by the MPPT program. Thus, both the highest efficiency from 

TEG is obtained and voltage regulation is ensured (Tsai and Lin, 2010). When the converter 

is connected between TEG-load, now the load resistance of TEG is this DC-DC converter. 

 

Ahmet et al. (2022) used a load resistor and a boost converter under different conditions to 

compare MPPT algorithms in photovoltaic (PV) systems. In the load resistance calculation 

and converter design, they did not specify the exact value of the resistance value in the PV 

system model. Dileep and Singh (2017) focused on the connection between converters and 

load resistors. They explained the relationship between the load resistors and the input 

impedance according to the converter type in their study. However, although many studies 

have been done using them, the relationship between selected load resistors, converter and 

input impedance has not been mentioned. Attar et al. (2020) conducted a study to find the 

optimum electrical load resistance in TEG systems without converters with MPPT. 

 

2. Material and Method 

 

Among MPPT methods, the most popular is the Perturb&Observe (P&O) algorithm (Qasim 

et al., 2021). MPPT is required because when generated from TEGs, not only the change in 

load but also the change in temperature causes a difference in the MPP value. For this reason, 

in the study, a boost converter is used. 

 

The boost converter is in the group of converters that increase the DC voltage level from low 

voltage to high voltage level. Using the boost converter equations, the following result is 

obtained: 
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𝑉𝑖𝑛

𝐼𝑖𝑛
 =

𝑉𝑜×(1−𝐷)

𝐼𝑜 (1−𝐷)⁄
=

𝑉𝑜×(1−𝐷)2

𝐼𝑜
= 𝑅𝐿 × (1 − 𝐷)2   (2) 

 

Where, 𝑉𝑜, 𝑉𝑖𝑛, 𝐷, 𝐼𝑖𝑛, 𝐼𝑜, and 𝑅𝐿  are the output voltage in (V), the input voltage in (V), the 

duty cycle, the input current in (A), the output current in (A) and the load resistance in (Ω) of 

the converter, respectively. Hence, (2) shows that in boost converters, the load resistance can 

be increased up to an infinite resistance with the TEG internal resistance. 

 

A TEG system was developed in the MATLAB/Simulink environment to carry out the study. 

In this TEG system, as many TEG modules as desired can be connected in series and parallel. 

The amount of power obtained varies according to the serial and parallel connection. A boost 

converter has been added to the TEG system. A gradually adjusted load is connected to the 

output of the boost converter. The internal resistance of the TEG system is 5.84 Ω. The values 

of the load resistor connected to the output of the converter were gradually changed to 1, 3, 

5.84, 7, 9, 11, 15, 20, 30 and 45 Ω. 

 

3. Results 

 

In the simulation study performed in MATLAB/Simulink environment, the load values of the 

TEG system were changed gradually. It would be better to think of these modified values as 

values above and below the internal resistance of the TEG system. In the study carried out, 

these values below 5.84 Ω are these values below the internal resistance of the TEG system. 

These values 5.84 Ω and above are these values above the internal resistance of the TEG 

system. In addition, analysis was made for the case of 𝑅𝑖𝑛𝑡 =  𝑅𝐿, where it is equal. The MPP 

value of the modeled TEG system is 45.76 W. The curves of change in current, voltage, and 

power in the TEG system under constant surface temperatures and variable loads of the TEG, 

performed in the MATLAB/Simulink simulation environment, are shown in Figure 2. 

 

 
 

Figure 2. The curves in current, voltage and power of TEG system under variable loads 
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4. Discussion and Conclusions 

 

At the load resistance values lower than the internal resistance of the TEG system, MPP 

cannot be followed due to the working principle of the boost converter. In the study, this 

situation is clearly seen in the first two resistance values of the MATLAB/Simulink 

simulation studies.  

 

In cases where the load resistance values connected with the internal resistance of the TEG 

system are equal and large, the boost converter working with the 𝐷 values produced by the 

P&O MPPT algorithm provides the MPP value by matching the impedance. However, 

approaching the full MPP value is difficult due to the losses in the boost converter. However, 

at high load values, the power value that drops considerably without using a boost converter 

with MPPT enables the follow-up of MPP when using a boost converter with P&O MPPT 

algorithm. However, when high load values are reached, the output voltage of the boost 

converter increases with increasing 𝐷 values and the MPPT error percentage increases. 
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Abstract: An ultra-wideband electromagnetic sensor called Ground-Penetrating Radar (GPR) 

is utilized to identify things that may be concealed behind or inserted into walls in addition to 

subsurface objects. These GPR applications are employed in both military and civilian 

operations, including mine detection, earthquake rescue missions, and archeological site 

investigation. Archaeologists can benefit from looking for designated targets that are concealed 

between the walls, like air pockets. Due to the ability to create more sophisticated and realistic 

models thanks to constantly growing computer power, numerical modeling techniques are more 

appealing. The dielectric characteristics of composite materials have recently been studied using 

a variety of numerical techniques, including finite element (FE), finite difference time domain 

(FDTD), method of moments (MOM), small perturbation method (SPM), and Monte Carlo 

(MC). Since it is efficient and adaptable to simulate the subsurface layers and numerous buried 

objects with various geometries and dielectric properties, the FDTD method is particularly well 

suited for GPR modeling among these numerical approaches. The groundpenetrating radar 

(GPR) simulation on dispersive and homogeneous soil is detailed in this study using a two-

dimensional (2-D) time-domain numerical approach. The partial differential equations for time-

stepping of the electromagnetic fields are discretized using the finitedifference time-domain 

(FDTD) approach. The Lorentz model is used to simulate soil dispersion. The dispersive soil 

parameters are obtained by fitting the model to the published experimental data. In order to 

imitate an open area, the perfectly matched layer (PML) is expanded to reach dispersive material 

and employed as an absorbing border condition.  

Keywords: Ground-Penetrating Radar (GPR), Finite-Difference Time-Domain (FDTD), 

Perfectly Matched Layer (PML), Lorentz model, buried objects.  

1. Introduction

Ground Penetrating Radar (GPR) is a research technique that is widely used in shallow 

geophysical applications. It is a radar system that sends electromagnetic (EM) waves to the 

ground through an antenna with appropriate features, receives the reflected wave by striking the 

target under the ground with another or the same antenna with appropriate characteristics, and 

transforms the detected signal into meaningful information by processing the objects beneath 

the ground. A transmitting antenna sends high-frequency and short-pulsed 

electromagnetic waves (between 10 MHz and 3 GHz) to the underground, and radar signals 
are sent to the ground, and the underground structures are examined in high-resolution with 

1,2,3 Istanbul Gelişim University, Gelisim Vocational School, Department of Electric, Istanbul, Turkey 
4 Istanbul Gelişim University, Gelisim Vocational School, Department of Electronics Technology, Istanbul,  Turkey  
* Corresponding author: mcmumcu@gelisim.edu.tr
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radargrams created by using the time of their reflections in the ground. The underground 

waves are transmitted at a center frequency, and this frequency is critical in the wave 

penetration depth, scattering, and absorption phenomena in the medium. Furthermore, the 

dielectric permeability, electrical conductivity, and magnetic permeability values of 

underground materials significantly impact the propagation of wave fields underground. 

Analyzing and interpreting the environment can be difficult due to the heterogeneous 

parameters of the analyzed region and the complexity of the GPR system (Liu and Guo 

2016).  

The method has a wide range of applications and is used to solve almost all 

geophysical problems. Specifically shallow geological problems (stratigraphy, fault 

determinations, landslides, karstic cavity determinations, shallow groundwater aquifer 

surveys, etc.), examination of archaeological structures and living cultural heritage, 

engineering applications (pipeline research, examination of tunnel-highway and railway lines, 

building reinforcements, and investigation of problems inside the building, etc.), unexploded 

military material and mine detection, forensic medicine, and so on (Guo et al. 2011).  

The natural situation in the underground, particularly in shallow environments with 

very complex features, the difficulties arising from the nature of the method, and the generally 

lossy, scattering, wave absorbing, and emitting properties of the environments all 

contribute to significant problems and misinterpretations in method interpretations. As a 

result, numerical modeling of the underground feature of the environment to be studied 

will be extremely beneficial in terms of strengthening the interpretation. In recent years, the 

rapid advancement of computer hardware and capabilities has resulted in the development of 

modeling techniques in the GPR method. Single frequency models, time domain 

models, ray tracing, transmissionreflection techniques, integral techniques (MOM- 

moments method), and discrete element methods are used in GPR modeling 

(Myroshnychenko and Brosseau 2005; Meles et all 2012).  

Simple transmission-reflection techniques and basic ray tracing are based on models that 

geometrically describe objects by comparing the relative permittivity (ε) and conductivity (σ) 

of objects with sharp interfaces. The fundamental source wavelet is used to calculate the GPR 

responses modeled by these methods for each interface (mostly Ricker wavelet associated 

with the central antenna frequency). Thus, two-dimensional artificial radargrams of the 

associated underground models are created on geometric foundations, and the finite difference 

time domain (FDTD) modeling technique is used. With advanced modeling tools, FDTD is a 

popular method for modeling more complex environments. This technique produces better 

models than ray tracing, especially when modeling complex, lossy, and dispersive subsurface 

situations. It is a very realistic method for displaying subsurface structures in accurate three-

dimensional geometry, especially when combined with the GPR antenna (Wang et al. 2011).  

In this study, the numerical methods used with GPR were thoroughly examined, and 

a threedimensional environment modeling was created using the FDTD method. A 

perfectly matched layer, which is widely used in the FDTD calculation method and limits the 

simulation area by absorbing the oncoming waves without reflection, is designed to 

minimize erroneous interpretation in calculations and simulations. The simulation results 
were computed using the MATLAB program. 
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 2. GPR Modelling

Ground Radar Technology, mainly named as Ground Penetrating Radar (GPR), can also 

be found in the literature under the names “Ground-probing Radar”, “Sub-Surface Radar”, 

or “Surface-Penetrating Radar (SPR)”. The first ground radar was built by   Sir Robert 

WatsonWatt in 1935. Detection of the buried objects under the ground without damage is 

achieved by GPR. The schematic representation of the underground radar system is given in 

Figure 1.  

(Grasmueck et al. 2005; Bianchini Ciampoli 2019; Knigh 2001; Yalçıner 2009). This detection 

system operates with electromagnetic waves. First, electromagnetic waves are sent from GPR 

to the ground, then it hits the object and reflects back to the receiver.  This trip of the wave is 

called double-way trip time. Finally, the type of object can be detected by means of the trip 

time (Yalçıner 2009; Fischer et al.1994; Belce et al. 2019; Kılıç et al. 2018; Annan 2009 ).  

Figure 1. The schematic representation of the underground radar system (Belce et al. 2019). 

Because the geometry of buried objects, such as air pockets and clay walls, is frequently thought 

of as being invariant in the third dimension, the modeling of electromagnetic wave scattering 

in GPR detection can be condensed into a 2-D problem. Fig. 1 displays a 2-D FDTD 

computational model for GPR detection. A transmitting source is positioned on the ground in 

the center of the soil's surface. The medium's 7 m horizontal and vertical dimensions. The two 

layers of the medium in this model are air in the upper layer, which has a thickness of 1 m, and 

soil in the lower layer, which has a thickness of 6 m. In the soil layer, which has air pockets at 

its interior clay walls, three rooms are buried at depths of 3 meters, 2 meters, and 4 meters. The 

PML boundary serves as the FDTD region's outermost limit (Mumcu and Bayar 2020).  
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Figure 2.  FDTD computational model for detecting buried objects and medium layers in 

GPR.  

3. Numerical Approach

Cell phones, television, computers, laser and radar technologies, electric motors, and many 

other devices and systems that we use in our daily lives and whose application areas are 

expanding on a daily basis are all based on electromagnetic mechanisms in theory. Radar 

technologies, for example, are used in military applications such as missile tracking, missile 

guidance, airport traffic control or speed control tracking, and traffic safety applications. As a 

result, systems based on electromagnetic operating principles have a significant social impact.  

The study of the relationships between electric charges at rest and in motion is known as 

electromagnetic field theory. Maxwell's equations, which are a system of unified partial 

differential equations, are used in this field to describe the interactions of electrical charges. 

With advancements in computer technology, faster and simpler calculation methods for solving 

equations of complex systems that may require large amounts of calculations come to the fore. 

Computational electromagnetics (CEM) is the study of electromagnetic system computational 

methods (Bondeson et al. 2012).  

CEM is a relatively new field of study. CEM is becoming an important design tool in both 

industry and academic research. It is critical for shortening the process and effectively using it 

in electrical device design and analysis. CEM has a wide range of applications. It is used in 

microwave applications, microwave network design, and antenna analysis. Figure 2 depicts 

CEM methods based on various principles that are commonly used in the literature (Garg 2008). 

In this study, the FDTD method is used to analyze and calculate GPR systems.  
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Figure 3. Classification of computational methods of electromagnetic fields. 

3.2. Finite Difference Time Domain (FDTD) 

The solution to an electromagnetic problem consists of solving Maxwell's equations under the 

given boundary and initial conditions. The finite-Differences in Time Domain (FDTD) method 

is widely used in the direct solution of electromagnetic problems. Since FDTD is a method that 

allows layered and heterogeneous modeling of the soil, the electromagnetic parameters of the 

soil layers can be changed according to simulation scenarios, and the use of broadband sources, 

it is frequently preferred in realistic GPR simulations.  

In the solution of differential equations, continuous functions are discretized and a solution with 

a certain approximation is obtained by using the finite difference method over the related 

derivative. Starting with the most general form of dispersion, the Lorentzian form, the frequency 

domain polarization field can be written as   

a 

P(w) = b + jcw − d𝑤2 (1) 

Inversion to the time domain via the inverse Fourier transform 

𝑏𝑃(𝑡) + 𝑐𝑃′(𝑡) + 𝑑𝑃′′(𝑡) = 𝑎𝐸(𝑡) (2) 

Approximating the time derivatives in (2) at time instant n-1 is a critical step toward developing 

a consistent and general FDTD algorithm. As a result, the following update equation is obtained: 

𝑃𝑛 − 𝑃𝑛−2 𝑃𝑛 − 2𝑃𝑛−1 + 𝑃𝑛−2 b𝑃𝑛−1 + c

2∆𝑡 + d ∆𝑡2 = a𝐸𝑛−1          

(3) 

or 

𝑛 = 4𝑑 − 2𝑏∆𝑡2 𝑃𝑛−1 + −2d − c∆𝑡 𝑃𝑛−2 + 2𝑎∆𝑡2 𝐸𝑛−1           (4)
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𝑃 

2𝑑 + 𝑐∆𝑡 2d + c∆𝑡 2d + c∆𝑡 

which can be expressed in the form 

𝑃𝑛 = 𝐶1𝑃𝑛−1 + 𝐶2𝑃𝑛−2 + 𝐶3𝐸𝑛−1           (5) 

For any type of dispersion relation, the constants 𝐶1, 𝐶2, 𝐶3, and can be found (see Table I). In 

the case of multipole dispersion, the same relation is written for each pole, with the three 

constants set to the appropriate values.  

TABLE I. Dispersion Relation Constants 

Dispersion term in 

frequency domain  

C1 C2 C3 

Lorentz Pole a 
P(w) = 2 𝐸 

b + jcw − d𝑤 
4𝑑 − 2𝑏∆𝑡2 

2𝑑 + 𝑐∆𝑡 

−2d − c∆𝑡 

2d + c∆𝑡 

2𝑎∆𝑡2 

2d + c∆𝑡 

The electric field intensity update equation is given by 

𝐸𝑛 𝑖 𝑃𝑖𝑁   (6) 

𝐷𝑛 − ∑𝑁 

where N is the number of poles and the updated value of the electric flux density Dn is obtained 

using the standard Yee’s algorithm [Alsunaidi and Jabr 2009].   

4. Simulation Results

First, the five pole Lorentz equation parameters for%40 moist soil are calculated using [Sato 

2001]  

5 𝐺𝑝𝑤𝑝2 

𝑟(𝑤) = ∞ + ( 𝑠 − ∞) ∑ 𝑤 2 + 𝑗2𝛿𝑝𝑤 − 𝑤2 (7) 

𝑝

𝑝=1

Where %40 moist soil parameters are 

𝑎 = 0.2 𝑥 0 𝑥 ( 𝑠 − ∞)𝑥 𝑤02 (8) 

𝑏 = 𝑤02 (9) 

𝑐 = 2 𝑥 ∆ (10) 

𝑑 = 10−25 (11)
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where ∞ = 13.7, 𝑠 = 15, 𝑤0 = 15, Δ= 9 × 10−7 for first pole,  

∞ = 13.7, 𝑠 = 25, 𝑤0 = 15, Δ= 1 × 10−7 for second pole,   

∞ = 13.7, 𝑠 = 26, 𝑤0 = 15, Δ= 1 × 10−7 for third pole,   

∞ = 13.7, 𝑠 = 33, 𝑤0 = 11, Δ= 6 × 10−9 for fourth pole and   

∞ = 13.7, 𝑠 = 25, 𝑤0 = 17, Δ= 6 × 10−9 for fifth pole coefficients. 

The simulation results of five receivers in various locations are shown in Figure 4 (a)-(f). 

Figure 4. The magnitude graph of (a) Psource-P1 probes, (b) Psource-P2 probes, (c) Psource-P3 

probes, (d) P4 probes, (e) P5 probes, (f) P6 probes,  

4. Conclusion

An FDTD model was used in this study to simulate GPR detection of buried rooms. This 

simulation assists archaeologists in scanning ancient areas during excavations. Further research 

could concentrate on the interpretation, mapping, and imaging of the GPR response, as well as 

the extension of the 2-D FDTD simulating of GPR detection to the 3-D FDTD simulating.  
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Design and Implementation of a Bionic Hand Control with Mobile 

Software 
 

 

Hayati Mamur1*, Ceren Dölek1, Mehmet Ali Üstüner1  

 

 

Abstract: The aim of this study is to realize the design and application of bionic hand that can 

be controlled by mobile application for handicapped individuals. The aerobic designs necessary 

to solve this problem were made and a prototype was produced and controlled with Arduino 

Mega 2560 microcontroller. For the five fingers of the bionic hand designed with the work 

carried out, the independent movement of the five fingers from the fingertip to all the other 

joints has been successfully performed using five SG90 model mini servomotors. The 

movement of the servomotors is provided by the software developed with the MIT AI2 

Companion program on the mobile phone. The software algorithm has been fulfilled separately 

for each finger and each joint. Microcontroller and mobile phone communication is done with 

HC-06 Bluetooth module. Servomotor fin connections are made with fishing line with the tip 

of each finger. The two joints of the thumb and three joints of the other four fingers are 

controlled by winding the fishing line, which is connected to the servomotor, according to the 

determined rotation angle. Thus, the control of the fingers on the hand was realized through the 

mobile application. 

 

Keywords: Bionic hand, SG90 mini servomotor, microcontroller, mobile application, HC-06 

Bluetooth module 

 

 

1. Introduction 

 

The ability of people without limbs to do their own work and to adapt to life can be solved with 

bionic hands. The bionic hand allows the individual to continue their daily lives like other 

healthy individuals by completing the missing hand limb. In order to solve this problem, 

necessary aerobic designs must be made, formulas must be drawn up, and a prototype must be 

produced and controlled by controllers. When a literature review is conducted, it is seen that 

various studies have been carried out on this subject from the past to the present. Karaçizmeli 

et al. (2014) carried out the control of the mechatronic-based robotic hand with the position 

information obtained from the human hand with the help of flexibility sensors mounted on the 

glove. They performed hand control with data from sensors connected to the glove in the other 

hand. However, they also stated that there is a disadvantage that hand control is not provided 

independently of the other hand. Şenli (2011) fulfilled a bioelectrical database of the activity 

of hand muscles and made interaction network and interface work between human and 

prosthetic hand using this database. In addition, he subjected the recorded bioelectrical signals 

to a series of preprocessing, established the relationships between the electromyogram (EMG) 
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signals and hand and finger movements, and provided the control of the bionic hand with a 

microcontroller. Lastly, Andrecioli and Engeberg (2013) developed an adaptive sliding mode 

prosthetic hand controller with a variable slope manifold. Considering all these studies, it can 

be predicted that bionic hand studies will continue without slowing down. In the presentation 

of this study, after a short introduction given above, "Materials and Methods" are expressed in 

the second part. After showing the “Results and Discussion” obtained in the third part, 

“Conclusions” is given at the end of the paper. 

 

2. Material and Method 

 

Arduino MEGA 2560 microcontroller is used to control the whole system. It is also preferred 

for power sharing with Arduino UNO. Among the reasons why this microcontroller finds many 

applications today; programming with an integrated development environment (IDE) and 

coding with commands similar to the C programming language. Arduino microcontrollers have 

at least one 5 V regulated integrated circuit (IC) and one 16 MHz crystal oscillator (Hidayanti 

et al., 2020). An external programmer is not needed for programming Arduino 

microcontrollers, because a bootloader program is already written to the microcontroller. 

Arduino Mega 2560 can be powered by an external power supply in the range of 6-20 V. 

However, when a supply under 7 V is made, the 5 V pin may output less than its value, and 

therefore the board may start to work unstable. When the board is supplied with a voltage 

greater than 12 V, the regulator may overheat. This may cause damage to the card. Considering 

all these, it is recommended to limit the supply voltage of the recommended microcontroller to 

the range of 7-12 V (Allahverdi et al., 2019). HC-06 Bluetooth module is used in the 

communication of the microcontroller used with the mobile device. The Bluetooth module has 

been developed for short distance communications, and this communication protocol uses the 

2.4-2.48 GHz industrial, scientific and medical (ISM) band. Servomotors are closed-loop 

motors that can minimize position errors that may occur in the system, receive continuous 

feedback and are highly preferred in position control. They are divided into three according to 

their working angles; 120-140°, 0-180° and 0-360° servomotors. In the implemented system, 

RC (Radio Control) Tower Pro SG90 DC type mini servomotor, which provides position 

control at small powers, is used. In the study, two methods were applied to obtain and compare 

the determined angle values of each finger and knuckles. The first one is obtained by making 

the relationship between the arc length and the angle with the method of finding the central 

angle in the circle. The second method is obtained by measuring the rotation time of the 

servomotor, that is, by the relationship established between the position of the servomotor and 

the pulse width. The first method is related to the length of the servomotor fin and the length of 

the finger from the root to the knuckle. Therefore, the rotation angle of the servomotor blade 

was calculated based on the formula for calculating the center angle in the circle. The angle of 

rotation and the length of the arc of the circle are described as follows: 

 

𝑄 = 𝑆 𝑟⁄       (1) 

 
|𝑆| = (𝑄 × 2 × 𝜋 × 𝑟) 360⁄      (2) 

 

where, 𝑄 represents the rotation angle of the servomotor vane, 𝑟 the servomotor vane length, 

and S the length from finger root to knuckle. The ratio of arc length to radius gives the angle 

of rotation. From here, the angle of rotation is again found in detail as follows: 

 

𝑄 = [(360 2⁄ ) × 𝑆] (2 × 𝜋 × 𝑟)⁄     (3) 
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The fin length of the servomotors used in the realized bionic hand design is taken as 𝑟 = 1.5 

cm and the 𝜋 value is taken as 3.14. Since the servomotor blade can provide a maximum of 

180° rotation, the calculation was made over the semicircle and 360 ⁄ 2 was written in the 

formula in (3). The second method is the measurement of the servomotor rotation time, that is, 

the relationship between the servomotor position and the pulse width. After the electronic 

circuit connections were made with the bionic hand prototype, the code written in the Arduino 

IDE program was uploaded to the microcontroller board and Bluetooth connection was 

provided in the mobile application. It was made in 3D printer for mechanical design and green 

polylactic acid (PLA) filament was used as material. The realized bionic hand design and 

electronic setup are presented in detail in Figure 1. 

 

  

(a) (b) 

Figure 1. The performed bionic hand design and electronic setup 

 

3. Results and Discussion 

 

In the program calculated using these two methods, the servomotor blade rotation angles 

determined by the experimental practice-observation method are given in Table 1.  

 

Table 1. Center angle calculation, rotation angle values found with PWM signal-servomotor 

position relationship and used in the program. 
Finger 

name 

Knuckle 

number 

Length 

to finger 

knuckle, 

𝑺 (cm) 

Servomotor 

blade 

length, 𝒓 

(cm) 

Servomotor 

blade rotation 

angle found from 

equation (3) with 

center angle 

calculation, 𝑸 (°) 

Full closing 

time of 

finger 

knuckle 

(ms) 

Rotation angle of 

servomotor blade 

found with PWM 

signal and 

servomotor 

position 

relationship, 𝑸 (°) 

Rotation 

angle values 

used in the 

program, Q 

(°) 

Thumb First knuckle 2  1.5  38.216 0.594 106 112 

Second knuckle 3  1.5  95.541 0.924 165 170 

Index 

Finger 

First knuckle 2  1.5  38.216 0.235 42 50 

Second knuckle 2.4  1.5  84.076 0.532 95 100 

Third knuckle 3  1.5  141.401 0.918 164 170 

Middle 

finger 

First knuckle 2  1.5  38.216 0.202 36 40 

Second knuckle 2.5  1.5  71.656 0.375 67 80 

Third knuckle 3.5  1.5  152.866 0.941 168 179 

Ring 

Finger 

First knuckle 2  1.5  38.216 0.336 60 63 

Second knuckle 2  1.5  76.433 0.610 109 115 

Third knuckle 3  1.5  133.758 0.969 173 179 

Little 

finger 

First knuckle 1.5  1.5  28.663 0.459 82 91 

Second knuckle 1.75  1.5  62.102 0.717 128 135 

Third knuckle 2.5  1.5  109.873 0.958 171 179 
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(3) is used in the first method for the servomotor blade rotation calculation. In the second 

method, the PWM signal-servomotor position relationship is considered. In the second method, 

when the PWM signal and servomotor position relationship is calculated using the ratio 

proportional method, since the time taken for a 90° rotation angle of the servomotor blade is 

0.5 ms, the time taken for a 1° rotation angle is 0, It is calculated that 5/90 =  0.0056 ms. The 

exact closure times of the knuckles of each finger were found by timing with a stopwatch. 

Servomotor blade rotation angles were calculated for each finger and knuckle using the found 

times rotation angle/rotation time ratio. 

 

4. Conclusions 

 

In this study, a bionic hand and its control were successfully carried out with the mobile 

application, which is the target of the project. The project was designed and implemented as 

closely as possible to the normal human hand size, based on joint control of the fingers attached 

to a hand body prototype. In the applications made, it has been observed that the PWM method, 

which adjusts the angle of the servomotor in the control of the servomotor blade rotation angles, 

gives more successful results. Achieving precise grip angles of the fingers has not been fully 

realized due to tolerances in mechanical designs. In order to adjust this sensitivity, the angle 

values were improved with the experimental apply observation method. 
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Abstract: In this study, a total of 12 presumptive bacteriocin-producing lactic acid bacteria 

were isolated from six of 40 different traditional Turkish cheeses. The activity spectrum of the 

isolates was tested against ten different indicator bacteria and it was determined that some of 

the isolates showed zones against the indicator bacteria that ranged from 2 to 35 mm. 

According to the activity spectrum results, isolates coded DP8.3, DP9.3, DP35.1, and DP35.2, 

which give sharp-edged zones and have a broad activity spectrum, were chosen as study 

material. Proteolytic enzyme treatment was performed to determine the protein nature of the 

antimicrobial substances produced by the isolates. As a result of the proteolytic enzyme 

treatments, it was determined that the antibacterial substances produced by DP8.3, DP9.3, and 

DP35.2 lost their activity with pepsin, trypsin, proteinase K, and α-chemotrypsin but were not 

affected by catalase. It was determined that the antibacterial substance produced by the 

DP35.1 isolate lost its activity with trypsin, proteinase K, and α-chemotrypsin but was not 

affected by catalase and pepsin. The isolates' genomic DNA was extracted, and these isolates 

were identified using specific primers for the Enterococcus genus and Enterococcus species. 

At the same time, the 16S rDNA region of the isolates was amplified by polymerase chain 

reaction (PCR). According to the results obtained by molecular methods, DP8.3, DP9.3 coded 

isolates were identified as E. faecium and DP35.1, and DP35.2 coded isolates as E. mundtii. 

Keywords: Cheese, bacteriocin, Enterococcus, proteolytic enzymes 

Özet: Bu çalışmada incelenen 40 farklı geleneksel Türk peyniri örneklerinin altı tanesinden 

12 muhtemel bakteriyosin üreticisi laktik asit bakterisi izole edilmiştir. İzolatların aktivite 

spektrumu on farklı indikatör bakteriye karşı test edilmiş ve izolatlardan bazılarının indikatör 

bakterilere karşı 2 ile 35 mm arasında değişen zonlar verdiği tespit edilmiştir. Aktivite 

spektrumu sonuçlarına göre, keskin kenarlı zon veren ve geniş aktivite spektrumuna sahip 

DP8.3, DP9.3, DP35.1 ve DP35.2 kodlu izolatlar çalışma materyali olarak seçilmiştir. 

İzolatların ürettiği antimikrobiyel maddenin protein doğasını belirlemek için proteolitik enzim 

uygulaması yapılmıştır. Proteolitik anezim uygulaması sonucunda DP8.3, DP9.3 ve DP35.2 

tarafından üretilen antibakteriyel maddelerin pepsin, tripsin, proteinaz K ve α-kemotripsin ile 

aktivitelerini kaybettikleri ancak katalazdan etkilenmedikleri belirlenmiştir. DP35.1 izolatının 

ürettiği antibakteriyel maddenin tripsin, proteinaz K ve α-kemotripsin ile aktivitesini
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kaybettiği ancak katalaz ve pepsin enzimlerinden etkilenmediği tespit edilmişitir. İzolatların 

genomik DNA’sı izole edilmiş ve bu izolatlar Enterococcus cinsi ve Enterococcus türlerine 

ait spesifik primerler kullanılarak tanımlanmıştır. Aynı zamanda izolatların 16S rDNA bölgesi 

polimeraz zincir reaksiyonu (PZR) ile amplifiye edilmiştir. Moleküler yöntemlerle elde edilen 

sonuçlara göre DP8.3, DP9.3 kodlu izolatlar E. faecium ve DP35.1 ve DP35.2 kodlu izolatlar 

E. mundtii olarak tanımlanmıştır.

Anahtar kelimeler: Peynir, bakteriyosin, Enterococcus, proteolitik enzimler 

1. Giriş

Gıda kaynaklı patojenler çeşitli hastalıklara, komplikasyonlara hatta gıdanın tüketilmesi ile 

ölüme sebep olabilmektedir (Heredia ve Garcia, 2018). Bu sebeple çiğ ve işlenmiş ürünlerde 

patojenlerin kontrolü büyük önem taşımaktadır. Bakterilerin kontrolü amacıyla fiziksel, 

kimyasal ve biyolojik yöntemler kullanılabilmektedir (Yi vd., 2020). Son yıllarda tüketicilerin 

sağlık kavramı hakkındaki düşüncelerinin değişmesi ve sağlıklı gıda talebindeki artışa bağlı 

olarak gıda endüstrisinde kimyasal katkı maddelerinin yerine doğal koruyucuların kullanılma 

olanaklarının araştırılması ön plana çıkmıştır. Bakteriyosinler gıda bozulmalarına ve patojen 

bakterilere karşı antimikrobiyel etkileri sebebiyle özellikle doğal gıda koruyucusu olarak 

dikkatleri çekmektedir (Kaškonienė vd., 2017). Bakteriyosinler bir bakteri tarafından 

ribozamal olarak sentezlenen, diğer bakteriler üzerinde dar veya geniş etki spektrumuna sahip 

antimikrobiyel peptitlerdir (Cotter vd., 2005). Bu antimikrobiyel peptitler bozulmaya sebep 

olan bakteriler ve gıda kaynaklı patojenler üzerinde inhibisyon etkisine sahiptirler (Graham, 

vd., 2020). Bakteriyosinlerin inhibisyon etkisi genel olarak hücre membranı üzerinde etkili 

mekanizmalar ile gen ekspresyonu ve protein sentezinde etkili mekanizmalar olarak 

sınıflandırılabilir (Negash ve Tsehai, 2020). Bu sayede bakteriyosinlerin veya bakteriyosin 

üreticisi laktik asit bakterileri (LAB)’nin doğal biyokoruyucular olarak kullanılma olanakları 

artmaktadır (Kaškonienė vd., 2017; O’Connor vd., 2020). Gıdaların muhafazasının yanı sıra 

geniş spektrumlu antibiyotiklerin aksine yakın ilişkili hedef patojenlere karşı toksisite ve dar 

bir öldürme spektrumunun olması bakteriyosinlerin aynı zamanda hayvan sağlığının 

korunması amaçlı kullanılma potansiyelini de ortaya çıkarmıştır (Kaškonienė vd., 2017). 

Bakteriyosinlerin tanımlanması, bakteri izolatlarının antibakteriyel aktivitesinin taranması, 

bakteriyosinlerin enstrümental veya moleküler yöntemlerle saflaştırılması ve tanımlanması 

prosedüerlerini kapsamaktadır (Kaškonienė vd., 2017). Bununla birlikte son yıllarda farklı 

kaynaklardan bakteriyosin üreticisi izolatların elde edilmesi ve gıda endüstrisinde potansiyel 

kullanımlarına yönelik çalışmalar bulunmaktadır (Felicio vd., 2015, Avcı ve Özden Tuncer, 

2017; Kondrotiene vd., 2018; Gök Charyyev vd., 2019; Castilho vd., 2020). Bu çalışmada da 

Isparta ilindeki pazarlardan toplanan geleneksel yöntemlerle üretilmiş peynir örneklerinden 

bakteriyosin üreticisi LAB izole edilerek tür düzeyinde tanısı gerçekleştrilmiştir. 

2. Materyal ve Yöntem

2.1. Materyal 

Muhtemel bakteriyosin üreticisi LAB’nin izolasyonu için Isparta ilindeki pazarlardan 

toplanan 40 adet geleneksel yöntemlerle üretilmiş peynir örnekleri izolasyon materyali olarak 

kullanılmıştır. 

2.2. Yöntem 
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2.2.1. Muhtemel bakteriyosin üreticisi suşların taranması 

Muhtemel baktreriyosin üreticisi suşların taranması amacıyla toplanan peynir örneklerinden 

10’ar gram tartılarak 90 mL steril fizyolojik tuzlu su (FTS) içerisinde homojen hale getirilmiş, 

seri dilüsyonları hazırlanarak de Man Rogosa and Sharpe Agar ve Enterococcosel Agar 

ortamlarına Drigalski spatülü ile yayılmıştır. Ekim yapılan Petri kutuları 37 °C’de 24-48 saat 

inkübasyona bırakılmıştır. İnkübasyon süresi sonunda koloni gelişimi gözlenen Petri 

yüzeylerine Enterococcus faecium ATCC 51559 veya Listeria monocytogenes ATCC 7644 

inoküle edilen yumuşak agar ortamları homojen olarak yayılmıştır. Petriler 37 °C’de 24 saat 

inkübasyona tabi tutulmuş, inkübasyon süresi sonunda keskin kenarlı, net zon veren koloniler 

muhtemel bakteriyosin üreticisi olarak değerlendirilmiş ve Gram pozitif, katalaz negatif 

olduğu tespit edilen izolatlar izole edildiği besiyerinin sıvı formunda kültüre edilerek %20 

(v/v) gliserol içeren ortamlarda -20 °C’de muhafaza edilmiştir. 

2.2.2. İzolatların antibakteriyel aktivite spektrumunun belirlenmesi 

İzolatların antibakteriyel aktivite spektrumlarının belirlenmesinde nokta ekim yöntemi 

kullanılmıştır (van Belkum vd., 1989). İndikatör bakteri olarak L. monocytogenes ATCC 

7644, L. innocua LMG 2813, Staphylococcus aureus ATCC 25923, S. aureus ATCC 6538, 

Lactococcus lactis LMG 2910, Pediococcus pentosaceus LMG 2001, E. faecium ATCC 

51559, E. faecalis ATCC 51299, E. faecalis ATCC 29212, E. faecalis LMG 2708 

kullanılmıştır. Antibakteriyel aktivite spektrumu belirlenecek izolatlar MRS agar besiyerine 

öze ile sürülüp 37 °C’de 24 saat inkübasyona bırakılmıştır. Gelişen koloniler steril kürdan 

yardımıyla alınarak MRS agar ortamına nokta ekim yöntemiyle ekim yapılmış ve Petri 

kutuları 37 °C’de 24 saat inkübasyona bırakılmıştır. Süre sonunda gelişen koloniler üzerine 

her biri uygun besiyeri ortamında geliştirilen indikatör bakterilerden 100 μL inoküle edilmiş 

yumuşak agar besiyerleri üst tabaka olarak dökülmüştür. Üst tabaka dökülmüş Petri kutuları 

indikatör bakterilerin gelişmesi için uygun sıcaklıkta 24 saat inkübe edilmiş, inkübasyonu 

takiben izolatların indikatör bakterilere karşı verdiği zon çapları ölçülmüştür. 

2.2.3. Proteolitik enzim uygulaması 

İzolatlar tarafından üretilen antibakteriyel maddenin protein doğasının belirlenebilmesi için 

proteolitik enzim uygulaması yapılmıştır. Bu amaçla Eppendorf tüplerine alınan 1’er mL aktif 

kültür 10000 rpm’de 5 dakika süre ile santrifüjlenmiştir. Üst faz karıştırılmadan alınıp 0,45 

μm por çaplı membran filtreden geçirilerek steril edilmiştir. Steril kültür üst sıvılarından 20 

μL alınarak MRS agara damlatılmış damlaların yaklaşık 1 cm uzağına da konsantrasyonu 50 

mg/mL olacak şekilde pepsin (pH 3.0), tripsin (pH 7.0), proteinaz K (pH 7.0), α-kemotripsin 

(pH 7.0) ve katalaz (pH 7.0) enzim solüsyonlarından 20 μL damlatılmıştır. Damlaların agara 

nüfuz etmesi sağlandıktan sonra Petrilerin üzerine 100 μL E. faecalis ATCC 51299 inoküle 

edilmiş yumuşak agar dökülmüştür.  37 °C’de 24 saatlik inkübasyonun ardından oluşan zon 

yapıları incelenmiştir (Ryan vd., 1996). 

2.2.4. Bakteriyosin üreticisi izolatların tür düzeyinde tanısı 

2.2.4.1. Genomik DNA izolasyonu 

İzolatların genomik DNA’sı Cancilla vd. (1992) tarafından belirtilen yöntem ile izole 

edilerek, DNA örneklerinin elektroforezi % 0.7 (w/v) agaroz oranı ile hazırlanan jellerde 

gerçekleştirilmiştir. Elde edilen genomik DNA örnekleri -20 °C’de muhafaza edilmiştir. 

2.2.4.2. İzolatların Enterococcus cinsine ve Enterococcus türlerine özgü primer çiftleri 

kullanılarak polimeraz zincir reaksiyonu (PZR) ile tanısı 
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İzolatların Enterococcus cinsine (Sahoo vd., 2015) ve E. casseliflavus, E. durans, E. faecalis, 

E. faecium, E. gallinarum, E. hirae ve E. mundtii türlerine özgü primer çiftleri kullanılarak

PZR ile tanısı gerçekleştirilmiştir (Jackson vd., 2004). Çoğaltılan PZR fragmentlerinin

elektroforezi % 2 agaroz oranı ile hazırlanan jellerde gerçekleştirilmiştir.

2.2.4.3. İzolatların 16S rDNA dizi analizi ile tür düzeyinde tanısı 

İzolatların 16S rDNA bölgesinin PZR ile çoğaltılmasında Edwards vd. (1989) tarafından 

önerilen üniversal bakteri primerleri kullanılmıştır. Çoğaltılan 16S rDNA PZR 

fragmentlerinin elektroforezi %1 agaroz (w/v) oranı ile hazırlanan jellerde yapılmıştır. PZR 

ürünlerinin DNA dizi analizi BM Yazılım Danışmanlık ve Laboratuar Sistemleri Ltd. Şti’de 

(Ankara) yaptırılmıştır. Örneklerin 16S rDNA dizi benzerliği National Center for 

Biotechnology Information (NCBI) BLAST programı kullanılarak analiz edilmiştir. 

3. Araştırma Bulguları

Çalışma kapsamında Isparta ilindeki pazarlardan toplanan 40 adet geleneksel peynir örnekleri 

muhtemel bakteriyosin üreticisi suşların taranması için izolasyon materyali olarak 

kullanılmıştır. Taranan örneklerin 6 adedinden (5 taze beyaz peynir, 1 tulum peyniri) 12 adet 

koloninin muhtemel bakteriyosin üreticisi olduğu düşünülerek çalışma materyali olarak 

seçilmiştir.  

Muhtemel bakteriyosin üreticisi olarak seçilen 12 adet izolatın 10 farklı indikatör bakteriye 

karşı aktivite spektrumu nokta ekim yöntemi ile belirlenmiştir. İzolatlardan bazılarının 

kullanılan indikatör bakterilere karşı zon vermediği tespit edilirken, bazı izolatların incelenen 

indikatör bakterilere karşı 2 ile 35 mm arasında değişen çaplarda zon verdiği tespit edilmiştir. 

Geniş aktivite spektrumuna sahip, keskin kenarlı zon veren DP8.3, DP9.3, DP35.1 ve DP35.2 

kodlu izolatlar ile diğer analizlere geçilmiştir. 

DP8.3, DP9.3, DP35.1 ve DP35.2 kodlu izolatların ürettiği antimikrobiyel maddelerin protein 

doğası proteolitik enzim uygulaması ile incelenmiştir. DP8.3, DP9.3 ve DP35.2 kodlu 

izolatların ürettiği antimikrobiyel maddenin proteinaz K, tripsin, α-kemotripsin ve pepsin 

enzimleri ile aktivite kaybına uğradığı, katalaz enziminden ise etkilenmediği tespit edilmiştir. 

DP35.1 kodlu izolatın ürettiği antimikrobiyel maddenin ise proteinaz K, tripsin, α-kemotripsin 

enzim uygulamaları ile aktivite kaybına uğradığı ancak katalaz ve pepsin enzimlerinden 

etkilenmediği belirlenmiştir. Elde edilen sonuçlar neticesinde incelenen 4 adet izolat 

bakteriyosin üreticisi olarak tanımlanmıştır. 

Bakteriyosin üreticisi olan 4 adet izolatın Enterococcus cinsine özgü primer çifti ile yapılan 

PZR çalışması sonucunda izolatların tamamının Enterococcus cinsi üyesi olduğu tespit 

edilmiştir E. casseliflavus, E. durans, E. faecalis, E. faecium, E. gallinarum, E. hirae ve E. 

mundtii türlerine özgü primer çiftleri kullanılarak yürütülen PZR çalışmaları sonucunda 

DP8.3 ve DP9.3 kodlu izolatların E. faecium türüne özgü 215 bç büyüklüğünde; DP35.1 ve 

DP35.2 kodlu izolatların ise E. mundtii türüne özgü 98 bç büyüklüğünde fragmentler verdiği 

tespit edilmiştir. İzolatların PZR ile çoğaltılan 16S rDNA bölgelerinin dizi benzerliği BLAST 

programı kullanılarak tespit edilmiştir. 16S rDNA dizi analizi sonuçlarına göre DP8.3 ve 

DP9.3 kodlu izolatlar E. faecium, DP35.1 ve DP35.2 kodlu izolatlar ise E. mundtii türü üyesi 

olarak tanımlanmıştır. 

4. Tartışma ve Sonuç
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Çalışma kapsamında keçi peyniri, koyun peyniri, olgunlaştırılmış beyaz peynir, taze beyaz 

peynir, çökelek, tulum peynir gibi farklı peynir örnekleri Isparta ilindeki pazarlardan 

toplanmış ve örneklerin 6 adedinden muhtemel bakteriyosin üreticisi izolat elde edilmiştir. 

Elde edilen verilere benzer şekilde yapılan farklı çalışmalar peynir başta olmak üzere süt ve 

süt ürünleri (Özden Tuncer vd., 2013; Goh ve Philip, 2015; Cavicchioli vd., 2016; Vimont 

vd., 2017; Avcı ve Özden Tuncer, 2017; Pei vd., 2018; Al-Madboly vd., 2020; Öztürk, 2022), 

et ve et ürünleri (Fontana vd., 2015; Casaburi vd., 2016; Altınkaynak ve Tuncer, 2020; Geniş, 

2022), balık ve deniz ürünleri (Iseppi vd., 2019), boza (Gök Charyyev vd., 2019), turşu (Qiao 

vd., 2020; Yi vd., 2020) gibi farklı gıda kaynaklarından bakteriyosin üreticisi LAB’nin izole 

edildiğini göstermektedir. 

Muhtemel bakteriyosin üreticisi olduğu düşünülen 12 izolatın L. monocytogenes ATCC 7644, 

L. innocua LMG 2813, S. aureus ATCC 25923, S. aureus ATCC 6538, L. lactis LMG 2910, 

P. pentosaceus LMG 2001, E. faecium ATCC 51559, E. faecalis ATCC 51299, E. faecalis 

ATCC 29212, E. faecalis LMG 2708 indikatör bakterilerine karşı aktivite spektrumunun 

incelendiği çalışmalarda izolatların LAB’nin yanı sıra L. monocytogenes ve S. aureus gibi 

gıda patojenlerine karşı da aktivite gösterdiği belirlenmiştir. İncelenen izolatların tamamının 

L. monocytogenes ATCC 7644, L. innocua LMG 2813, S. aureus ATCC 25923 ve E. faecalis 

ATCC 51299 indikatörlerine karşı değişen oranlarda aktivite gösterdiği tespit edilirken, 

izolatların aynı zamanda vankomisin dirençli E. faecium ATCC 51559 (DP8.1 hariç), E. 

faecalis ATCC 51299 indikatörlerine karşı da aktivite göstermesi dikkat çekicidir. Çalışmada 

elde edilen verilere benzer şekilde Avcı ve Özden Tuncer (2017) tarafından incelenen bazı 

peynir izolatlarının, aralarında L. monocytogenes, S. aureus, E. faecalis türlerine ait suşlara 

karşı antibakteriyel aktivite gösterdiği bildirilmiştir. Vimont vd. (2017) deve sütü izolatı olan 

10 adet enterokok suşundan en geniş aktivite spektrumuna sahip LCW44 izolatının bazı 

LAB’nin yanı sıra L. monocytogenes, L. innocua, S. aureus ve E. faecalis türüne ait suşlara 

karşı da aktivite gösterdiğini tespit etmişlerdir. Altınkaynak ve Tuncer (2020) fermente sucuk 

izolatı olan E. mundtii YB6.30 izolatının L. monocytogenes, L. innocua, S. aureus gibi 

indikitör bakterilerin yanı sıra E. faecium ATCC 51559, E. faecalis ATCC 51299 

indikatörlerine karşı da değişen çaplarda zon verdiğini bildirmişlerdir.  

İzolatların antibakteriyel aktivite spektrumlarının incelenmesi sonucunda geniş aktivite 

spektrumuna sahip, özellikle vankomisin dirençli E. faecalis ATCC 51299 indikatörüne karşı 

yüksek aktivite gösteren DP8.3, DP9.3, DP35.1 ve DP35.2 kodlu izolatların ürettiği 

antimikrobiyel maddenin protein doğasının belirlenmesi için proteolitik enzim uygulaması 

yapılmıştır. İzolatların ürettiği antimikrobiyel maddenin proteinaz K, tripsin, α-kemotripsin ve 

pepsin (DP35.1 hariç) enzimleri ile aktivite kaybına uğradığının ancak katalaz enziminden ise 

etkilenmediğinin tespit edilmesi antimikrobiyel maddenin protein doğasında olduğunu 

kanıtlamaktadır. Bu sebeple DP8.3, DP9.3, DP35.1 ve DP35.2 kodlu izolatlar bakteriyosin 

üreticisi olarak tanımlanmıştır. Daha önce farklı araştırmacılar tarafından yapılan çalışmalarda 

bakteriyosinlerin protein doğasında olması sebebiyle kısmen veya tamamen proteolitik enzim 

uygulamalarından etkilendiği bildirilmiştir (Avcı ve Özden Tuncer, 2017; Gök Charyyev vd., 

2019).  

Bakteriyosin üreticisi olduğu tespit edilen DP8.3 ve DP9.3 kodlu izolatların moleküler 

yöntemlerle E. faecium, DP35.1 ve DP35.2 kodlu izolatların ise E. mundtii türü üyesi 

oldukları tespit edilmiştir. Enterokoklar yüksek sıcaklık, yüksek tuz ve asit konsantrasyonları 

gibi olumsuz koşullara karşı toleranslarından dolayı çoğu gıda ortamında karşımıza 

çıkmaktadır (Moreno vd., 2006). Bununla birlikte gıdalardan izole edilen bakteriyosin 

üreticisi suşların daha çok E. faecium ve E. faecalis türlerine ait olduğu (Avcı ve Özden 

Tuncer, 2017; Gök Charyyev vd., 2019; Qiao vd., 2020); ancak E. mundtii türüne ait suşların 
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da izole edildiği yapılan farklı çalışmalarda (Espeche vd., 2014; Iseppi vd., 2019; Altınkaynak 

ve Tuncer, 2020) rapor edilmiştir. 

Bakteriyosin üreticisi izolatlar gıda endüstrisinde starter kültür veya yardımcı starter kültür 

kombinasyonlarında yer alabildikleri gibi ürettikleri bakteriyosinler de gıda muhafazasında 

kullanılabilmektedir. Bu sebeple bakteriyosin üreticisi suşların ve ürettikleri bakteriyosinin 

tanımlanması, suşların güvenlik değerlendirmesinin yapılması ve gıda endüstrisinde kullanım 

olanaklarının araştırılması önem taşımaktadır. 
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Abstract: It is known that since the beginning of the humankind, millions of people and shelters 

have been destroyed by earthquakes. Just as there have been devastating earthquakes in Turkey 

in the past, it is expected to happen in the coming years as well. The aim of this article is to 

determine the optimum disaster logistics warehouse locations in order to deliver the emergency 

aid materials to the points of need as soon as possible and to meet the needs after the expected 

great Istanbul earthquake. The model was set up in two steps to determine the number of 

warehouses to be opened with the set covering problem in the first step, and to minimize the 

weighted distance with p-median in the second step. The established model was solved using 

The General Algebraic Modeling System (GAMS), and the optimum scenario was decided 

according to the results and the scenarios were mapped. 

Keywords: Disaster logistics warehouse, earthquake, location selection, p-median, set covering 

problem 

1. Introduction

Earthquake is the event of sudden vibrations that occur due to fractures in the earth's crust, 

spreading in waves and shaking the environments they pass through (AFAD, 2019). Earthquake 

is a natural event that cannot be prevented. It is known that since the beginning of the world, 

millions of people and shelters have been destroyed by earthquakes. Turkey is geographically 

located in a region with a high earthquake risk. In our country, devastating earthquakes have 

occurred in the past, and they are expected to happen in the coming years as well. 

One of the earthquakes expected to occur is the “Great Istanbul Earthquake”. If we examine the 

major earthquakes that have occurred for the last 1 century along the North Anatolian fault line, 

starting with the Erzincan earthquake with a magnitude of 7.9 in 1939, the next major 

earthquakes have always occurred further west on this line. This is because when an earthquake 

occurs on this fault line, the released energy is transferred to the west. The last time there was 

an earthquake in Izmit in 1999, great loss of life and property was experienced. The next stop 

of earthquakes on this fault line is Istanbul. Many studies by experts reveal that it is inevitable 

that a devastating earthquake will occur in Istanbul in the near future. Such an earthquake in 

Istanbul, Turkey's largest metropolis and economic center, will cause great losses throughout 

the country. In order to minimize these losses, this issue should be given great importance, and 

precautions should be taken to be prepared for earthquakes. 

Various preparations are being made against the expected earthquake in Istanbul. One of them 

is disaster logistics warehouses. The centers where emergency aid materials are stored to be 

sent to the damaged areas in disasters and emergencies are defined as disaster logistics

 1 Galatasaray University, Industrial Engineering Department, Decision Analysis Research and Application 
Center, Ortakoy, Istanbul, Turkey 

* Corresponding author: mdursun@gsu.edu.tr

114



warehouses (AFAD, 2014). Disaster logistics warehouses contain materials such as medical 

supplies, tents, beds, blankets, heaters and kitchen sets. 

In this study, using mathematical programming methods, the focus will be on determining the 

optimum logistics warehouse locations in order to deliver the emergency aid materials to the 

points of need as soon as possible and to meet the needs in case of a possible major Istanbul 

earthquake. In the study, the article “Logistic Warehouse Location Selection Problem in 

Disaster Management: Maltepe District” by Aydın, Ayvaz and Küçükaşçı (2017) was taken as 

a starting point, and all districts of Istanbul were emphasized instead of Maltepe. Facility 

location optimization model established by Boonmee et al. (2017) in their study was also 

employed while creating the model. According to the outputs obtained from this study, it can 

be decided where the warehouses should be established, the suitability of the existing 

warehouse and facility locations can be discussed, and arrangements can be made to ensure that 

the citizens suffer as little damage as possible in a possible Istanbul earthquake. 

2. Material and Method

In this study, a mathematical model will be established to determine the optimum disaster 

logistics warehouse locations for a possible major Istanbul earthquake. The problem under 

consideration is modeled in two steps. In the first step, different scenarios with different 

coverage distances will be established, and the minimum number of warehouses to be 

established with the set covering problem will be determined. In the second step, the results of 

the first step will be given as input to the p-median problem, and demand-weighted distance 

minimization and assignments will be made. 

Indices 

i: Index of the demand points (Districts) 

j: Index of the facilities (Candidate logistics warehouses) 

Parameters 

n : Number of potential facilities 

S : Coverage distance of the facilities planned to be opened (km) 

aij : 1 if the distance between demand point i and facility j is less than or equal to S, 0 

otherwise 

wi : Demand of the demand point i  

dij : Minimum distance between demand point i and facility j 

p : Number of facilities to serve 

Decision variables 

xj : 1 if a facility is established at point j, 0 otherwise 

yj : 1 if a facility is opened at point j, 0 otherwise 

gij : 1 if demand point i is assigned to facility j, 0 otherwise 

Step 1: 

Objective function 

min z = ∑ 𝑥j
𝑛
𝑗=1 (1) 

Constraints 
∑ 𝑎ij . 𝑥j ≥ 1     j∈J     ∀i (i = 1, … ,n)           (2) 

xj ∈ {0,1}       ∀j (j = 1, … ,n)   (3)

Step 2: 

Objective function 

min z = ∑ ∑ 𝑤i . 𝑑ij . 𝑔ij
𝑛
𝑗=1

𝑛
𝑖=1          (4)
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Constraints 
∑ 𝑔ij = 1     j=1         ∀i (i = 1, … ,n)                                                                                                 (5)                                              

gij ≤ yj                       ∀i, j                                                                                                               (6)                                             
∑ 𝑦j

𝑛
𝑗=1 =  𝑝                                                                                                                                   (7)                                         

gij, yj ∈ {0,1}                                                                                                                              (8)                                          

 

In Step 1, Eq. 1 indicates that we want to minimize the number of facilities placed. Eq. 2 means 

that each demand point must be serviced by at least one facility. In this model, more than one 

facility can serve a demand point because there is not only one demand point assignment to a 

facility. Eq. 3 is the constraint of the decision variable being 0-1 integer. 

In Step 2, Eq. 4 minimizes the overall distance between demand points and candidate facilities. 

Eq. 5 ensures that each demand point receives service from only one facility. Eq. 6 ensures that 

no demand point is assigned to the facility that is not open. Eq. 7 allows p units to be opened. 

Eq. 8 is the constraint for decision variables to be 0-1 integers. 

3. Case Study 

 

For determining the locations of disaster logistics warehouses, the booklet of possible 

earthquake loss estimates in Istanbul by districts, prepared in 2020 by Istanbul Metropolitan 

Municipality (IMM) and Kandilli Observatory, is used. In the booklet, the number of 

households in very heavy, heavy and moderately damaged residential buildings is used to 

estimate the number of families that will need emergency shelter after a possible Istanbul 

earthquake. In accordance with this, number of households that will need temporary shelter

were calculated for the Mw=7.5 earthquake scenario for each district. These values in the 

booklet are used as demands in the model. Districts are demand points. To determine the 

demand points, the coordinates of the district centers were used. 

IMM established a disaster response facility in Halkalı in 2006. IMM then identified 40 

potential locations to set up additional facilities and warehouses. Görmez (2008) obtained the 

coordinates of these locations from the Geographical Information System (GIS) used by IMM 

and shared these coordinates in her master’s thesis. In this study, these coordinates given in 

Figure 1, are used as candidate logistics warehouse locations. 

 

Figure 1. Map of the candidate logistics warehouses (Görmez, 2008) 
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In the study, the distances of each demand point (districts) to each facility (logistics 

warehouses) were calculated using the Euclidean distance formula (Eq. 9) 

                                𝑑(𝐴, 𝐵) =  √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2                                               (9) 

 

These data were entered while running our model. In the first step, 7 different scenarios with 

40, 45, 50, 55, 60, 65 and 70 km coverage distances were considered. For this, 7 different 

experiments were conducted by entering S as 40, 45, 50, 55, 60, 65 and 70. According to the 

test results, the number of warehouses to be opened for each scenario and which warehouses to 

be opened will be found. By using the results obtained at this step in the second step, it will be 

seen which warehouse will serve which districts and a decision will be made according to the 

results of the objective function that minimizes the total distance between the districts and the 

candidate warehouses. The GAMS program will be used to run the model.  

 

4. Results and Discussions 

 

The problem is coded in GAMS, the results in Table 1 for Step 1 and Table 2 for Step 2 are 

obtained. The name of the districts are provided in Table 3. 

 

Table 1. Results of Step 1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. Results of Step 2 

Scenario 

Coverage 

distance S 

(km) 

Number of 

storages to 

open 

Storage no 

Scenario 1 40 2 7, 21 

Scenario 2 45 2 32, 36 

Scenario 3 50 2 25, 35 

Scenario 4 55 2 12, 25 

Scenario 5 60 1 11 

Scenario 6 65 1 10 

Scenario 7 70 1 3 

Scenario 
S 

(km) 

Objective 

function 

Storage 

No. 
Districts to be served 

Scenario 1 40        10.862.805,98  
7 2:6, 9:13, 17, 25:30, 34:37 

21 1, 7, 8, 14:16, 18:24, 31:33, 38, 39 

Scenario 2 45        10.513.175,91  
32 1, 8, 14, 16, 18, 19, 22:24, 31:33, 38, 39 

36 2:7, 9:13, 15, 17, 20, 21, 25:30, 34:37 

Scenario 3 50          8.468.443,53  
25 2:6, 10:13, 17, 25:30, 34:37 

35 1, 7:9, 14:16,18:24, 31:33, 38, 39 

Scenario 4 55          9.615.695,88  12 1, 6:12, 14:16, 18:24, 30:33, 38, 39 
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Table 3. District no 

 

1. Adalar 11. Fatih 21. Şişli 31. Sancaktepe 

2. Avcılar 12. Gaziosmanpaşa 22. Tuzla 32. Ataşehir 

3. Bakırköy 13. Güngören 23. Ümraniye 33. Çekmeköy 

4. Bağcılar 14. Kadıköy 24. Üsküdar 34. Arnavutköy 

5. Bahçelievler 15. Kağıthane 25. Zeytinburnu 35. Beylikdüzü 

6. Bayrampaşa 16. Kartal 26. Esenler 36. Büyükçekmece 

7. Beşiktaş 17. Küçükçekmece 27. Silivri 37. Esenyurt 

8. Beykoz 18. Maltepe 28. Çatalca 38. Sultanbeyli 

9. Beyoğlu 19. Pendik 29. Başakşehir 39. Şile 

10. Eyüp 20. Sarıyer 30. Sultangazi   

 

When we consider the objective functions, we see that the optimal scenario is Scenario 3 with 

a coverage distance of 50. According to this scenario, logistics warehouses should be 

established at location 25 in Kartaltepe, Küçükçekmece and at location 35 in Ümraniye, Fatih 

Sultan Mehmet. We mapped this scenario in Figure 2. 

 

 
Figure 2. Map of Scenario 3 

 

In real life, it can be decided that warehouses cannot be established in these locations for some 

reason, therefore the locations of the other 6 scenarios can be evaluated. For example, since 

congestion and damage may occur on the Bosphorus bridges after the earthquake, it may be 

decided to serve the districts on the side where each warehouse is located, so that Scenario 2 

can be implemented. The maps of the other 6 scenarios are as in Figures 3-8. 

 

25 2:5, 13, 17, 25:29, 34:37 

Scenario 5 60        13.290.759,13  11 All 

Scenario 6 65        11.946.363,12  10 All 

Scenario 7 70        16.690.656,53  3 All 
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           Figure 3. Map of Scenario 1                                 Figure 4. Map of Scenario 2 

 

 

      
Figure 5. Map of Scenario 4                                 Figure 6. Map of Scenario 5 

 

      
Figure 7. Map of Scenario 6                                 Figure 8. Map of Scenario 7 

 

  

 

5. Conclusions 

 

In order to prevent the chaos that may occur after the earthquake, it is very important to 

determine the locations of the warehouses where the aid materials will be stored with an 

accurate analysis, so that unnecessary traffic and lost time can be avoided. Having access to  

help as soon as possible after the earthquake is important not only for the health of the citizens 

affected by the earthquake, but also for their psychology. The sooner these earthquake victims 

get help, the sooner they can go on with their lives with less harm. To make the earthquake 

victims return to their normal lives also has a social significance. This is how the country's 

service and education systems can survive. We believe that the results of this project will 

contribute to these issues. 

In this study, factors such as cost, highways and traffic conditions in Istanbul were not taken 

into account. In addition, estimates of the number of households that will need emergency 

shelter are considered deterministic, and it is assumed that there are no capacity limits. The 

study can be developed to be more realistic in the future, taking into account costs, highways, 

capacity and traffic. Scenarios can be developed for the number of households that will need 
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shelter and different possibilities can be evaluated. Scenarios can be developed regarding the 

magnitude of the earthquake as well. 
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Abstract: As a result of liberalization and the globalization of international trade, factors of 

production and consumer products come from destinations around the world, and therefore the 

interdependence of supply chains between suppliers and wholesalers is increasing day by day.  

In this research, an optimization is carried out for the transportation in the supply chain, which 

aims to change route because of Russia and Ukraine war. The method is applied to the supply 

chain of a company that sells ready meals. This study aims to increase the competitive structure 

in the new market by reducing the cost of a fast food company that does not carry out maritime 

transport in its supply chain.     

Keywords: Cost minimization, liner shipping, supplier selection, supply chain management 

1. Introduction

As a result of liberalization and the globalization of international trade, factors of production 

and consumer products come from destinations around the world, and therefore the 

interdependence of Supply Chains between suppliers and wholesalers is increasing day by day. 

The effectiveness of Supply Chains has also become very important for proper competition in 

international markets that have emerged with the removal of trade barriers between countries 

(Apaiah & Hendrix, 2005). The analysis of the supply chain, which includes all its actors, must 

meet requirements such as meeting customer demands under constraints such as the delivery 

capacity of suppliers, the production capacity of factories, and the storage capacity of 

distribution centers. This requires complex processing of a large number of variables, which 

requires resorting to optimization to achieve optimal results, both to speed up the process and 

to ensure sufficient precision (Zhalechian et al., 2016). 

Entering a market of large wholesalers and supermarket chains has increased competition at the 

expense of small farmers. About 30-35% of total food produced is wasted each year due to 

inadequate infrastructure and ineffective supply chains. Globalization has also led to a collapse 

in biodiversity and ecosystems, obesity and increased food poverty, and the impossibility of 

consumers knowing enough about food source and quality (Bortolini et al., 2016). 

However, consumers today are increasingly aware of the negative impacts of a globalized food 

system and are eager to reconnect directly with farmers, support local communities, consume 

healthy food. In addition, global food demand is projected to increase by 50% by 2030, leading 

to increased demand for resources for production and transportation. 

Planners, stakeholders and researchers wonder if they will have enough healthy food in the 

future, and at what cost. For this reason, companies, especially in food supply chains, need to 
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be faster, cheaper and more flexible than their competitors in order to meet customer 

expectations, as well as apply sustainable paradigms. When all these conditions are taken into 

consideration, both producers and farmers will benefit economically by purchasing the raw 

materials directly from the farmers and eliminating them from the intermediaries in the food 

supply chain. Thanks to the fresh and natural raw materials taken directly from the farmer, the 

harms of the products to human health will be reduced. By collecting back the used products 

from the end customer, the harm of wastes to the environment will be prevented and economic 

benefit will be provided by recycling the products.  

In this research, an optimization has been carried out for the transporting in the supply chain, 

which aims to change route because of Russia and Ukraine war. The proposed model to define 

the optimal configuration allows decision making from raw material suppliers to possible 

distribution centers to the customer. This optimization was applied on the supply chain of a 

company selling ready-cooked food. Our study proposes to go further by interweaving for the 

several parameters which is possible suppliers and transportation costs. 

2. Case Presentation and Problem

Nimo is an active and developing company that has been in the Ukrainian market since 1942. 

In the Food and Ready Meal sector, Nimo works with companies that it exports to 7 countries, 

raw material suppliers from 3 countries, and about 30 different store chains where its products 

are sold in the domestic market. 

It processes raw materials it has supplied from its suppliers. The company has a large store for 

wholesale plasters, chains of Ukrainian stores selling its own products. It has a warehouse to 

store the products it produces in Ukraine, a processing in facility, raw material and semi-raw 

material warehouses. It supplies raw materials for its products mainly from Russia. It also 

imports 55% of the final product to Russia. The company wants to develop its market network 

since 2013. With the Russia-Ukraine crisis, the company wants to expand to Europe and plans 

to establish a production facility in Europe. The work contents planning a route and choosing a 

supplier with the data we receive from the company. Because Nimo will open a new production 

facility in Europa and distribution will be provided from there.  

The company plans to establish a new production facility in Albania. For this reason, it has 

started to search for new suppliers and markets. It receives its products and supply raw materials 

by land transport. However, it wants to be competitive in the European market and to have a 

place in the market share with competitive prices with using sea transportation.   

Interaction with counterparties in the supply network on behalf of the company is established 

as follows: A report is created on the success of the supplier in certain positions and based on 

this it is decided whether to reorder a particular product from a supplier. If a positive decision 

has been made, the purchasing department creates an order, which is then sent to the suppliers. 

According to the information they have given us, there is no problem regarding the possible 

suppliers and their countries in terms of quality and shelf life. For this reason, with the 

information and cost information given in this study, a choice will be made in terms of planning 

a route and supplier in sea transportation. 

A study will be made for a container routing and empty container routing with the given cost 

coefficients. The suppliers used by the company with land transportation are as follows. 

a) Romania

b) Ukraine

c) Poland

The company related to the above suppliers has done a study and sent us the cost of 50.000 over

the coefficients.  If the result is less than 50,000 in our study, it has been reported that working

with LS reduces the cost and a decision will be made in this direction. While calculating the
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cost coefficients, they evaluated the raw material price and the data received from LS 

companies within the scope of confidentiality and gave them to us by establishing this 

numerical connection between them. 

Our work will take place in the following 2 stages. Stages are; 

a) Testing possible supplier routes between containers loaded with raw materials and

determining their costs (Row material)

b) Determining cost of containers loaded with final products

3. Mathematical Model

Notations are presented in Table 1 to facilitate the presence of notation marks. 

Table 1. Notations 

Parameters 

cs
ij The cost of sending an empty container of type s 

over the service network from node i to node j (i,j) 

ck
ij The cost of sending a unit of commodity k over the 

service network from node i to node j (i,j) 

dk The demand quantity for commodity k 

uij The vessel capacity over the service network from 

node i to node j (i,j) 

M Sufficiently large non-negative number 

N Number of nodes in service network 

Decision Variables 

Ɣs
ij Amount of empty container flow of type s over the 

service network from node i to node j (i,j) 

ξk Amount of artificial flow for commodity k 

xk
ij Dual variable associated with constraints 

Sets 

A Set of service arcs in Graph G 

N Set of service nodes in Graph G 

Nd Set of destination nodes (Commodity or Empty 

container) in Graph G  

No Set of origin nodes (Commodity or Empty 

container) in Graph G  

K Set of commodities sent over the service network 

in Graph G 

S Set of empty container types i.e., foldable 

containers folded as s=1, s=2 or s=3 containers 

(Only empty containers 

Miscellaneous 

i A node of service network in Graph G 

j A node of service network in Graph G 

k A commodity 

Ok Origin node of commodity K 

Dk Destination node of commodity K 

G = (N,A) Graph representing the liner shipping network 

The mathematical formulation of Laden and foldable Empty Container routing Problem 
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(LECP) can be given as follows. 

 
 

4. Application 

 

There is no need for cold chain application for raw materials. For this reason, the containers 

we use can be used as laden and foldable containers. The model was used in the same form 

for supplier selection. 

1st possible 3 supplier countries are as follows; 

a) Spain 

b) Tunisia 

c) Belgium 

The information required for the model is shown in Tables 2-4. 

 

Table 2. Arcs and cost coefficient for 1st scenario 

Origin 

(Node i) 

Destination 

(node j) 

Cost 

Coefficient 

Belgium Spain 38 

Spain Tunisia 20 

Tunisia Albania 13 

Belgium Tunisia 45 

Albania Belgium 54 

 

Table 3. Commodities origins and destinations 1st scenario 

Commodity Origin (node 

i) 

Destination 

(node j) 

Raw Material 1 Belgium Albania 

Raw Material 2 Spain Albania 

Raw Material 3 Tunisia Albania 

 

Table 4. Countries end container demands for 1st scenario 

Country Container 

Demands 

Belgium 200 

Spain 200 

Tunisia 200 

Albania 600 
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Using given information above, the optimal solution of objective function is 13.950. 

2nd possible 3 supplier countries are as follows; 

a) Portugal 

b) Morocco 

c) Italy 

 

The information required for the model is shown in tables 5-7. 

 

Table 5. Arcs and cost coefficient for 2nd scenario 

Origin (Node 

i) 

Destination 

(node j) 

Cost 

Coefficient 

Portugal Morocco 7 

Morocco Italy 24 

Italy Albania 5 

Morocco Albania 30 

Albenia Portugal 33 

 

Table 6. Commodities origins and destinations 2nd scenario 

Commodity Origin (node i) Destination 

(node j) 

Raw Material 1 Portugal Albania 

Raw Material 2 Morocco Albania 

Raw Material 3 Italy Albania 

 

Table 7. Countries end container demands for 2nd scenario 

Country Container 

Demands 

Portugal 200 

Morocco 200 

Italy 200 

Albania 600 

 

Using given information above, the optimal solution of objective function is 11.950.  

3rd  possible 3 supplier countries are as follows; 

a) Denmark 

b) Portugal 

c) Tunisia  

The information required for the model is shown in Tables 8-10 

 

Table 8. Arcs and cost coefficient for 3rd scenario 

Origin (Node 

i) 

Destination 

(node j) 

Cost 

Coefficient 

Denmark Portugal 40 

Portugal Tunisia 23 

Tunisia Albania 13 

Albania Denmark 59 
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Table 9. Commodities origins and destinations 3rd scenario 

Commodity Origin (node 

i) 

Destination 

(node j) 

Raw Material 

1 

Denmark Albania 

Raw Material 

2 

Portugal Albania 

Raw Material 

3 

Tunisia Albania 

 

Table 10. Countries end container demands for 3rd scenario 

Country Container 

Demands 

Denmark 200 

Portugal 200 

Tunisia 200 

Albania 600 

 

Using given information above, the optimal solution of objective function is 15.750. Based on 

the above optimizations, the lowest cost route is the route in scenario 2. Row material 1 supply 

from Portugal, row material 2 supply from Morocco, Row material 3 supply from Italy. This 

selection is give us 25% cost saving according to worst scenario. 

 

5. Conclusions 

 

Supply chain is the general expression of the system of producing and delivering a product or 

service from the very beginning of the procurement of raw materials to the final delivery of the 

product or service to the end consumers. The supply chain is a set of processes that encompasses 

all aspects of the manufacturing process, including the activities involved at each stage, the 

information transmitted, the natural resources converted into useful products, human resources, 

and other components that go into the finished product or service. Businesses have to optimize 

their supply chains in order to maintain their cost and market advantage by delivering quality 

products and services to the end consumer as soon as possible and at the desired time. The 

increase in global trade at this level has been an inevitable result of minimizing transportation 

costs in order to reduce the cost for exporting countries. Increasing fuel costs in the global have 

put great pressure on the cold chain. For this reason, maritime transportation has become the 

number one point for cost reduction. Containerization of frozen commodities is steadily 

progressing, while bulk reefers retain a significant market share, particularly for certain 

commodity flows. With the spread of containerization, the competition between frozen bulk 

and container becomes increasingly intense. More academicians are focusing on this area, while 

business leaders are looking for practical tools to help them with their daily operations and 

decision-making.  

Increasing fuel prices in the world have caused a great cost increase in supply chains. For this 

reason, the use of more economical transportation lines has gradually increased. Along with 

rising fuel prices, the amount of fuel used is constantly harming our planet. In addition to cost 

optimization, this study was also carried out in terms of sustainable engineering and green 

engineering concepts. A green planet is the greatest gift we can give to future generations. 
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Abstract: In project management, agility has emerged to deal with the limitations of 

traditional methodologies that are linear and sequential. An agile project consists of both 

planned processes and iterations. In global competition, obtaining agile processes in 

outsourcing procedures allows the firms to keep up with the changes and dynamic issues. In 

this work, the factors that influence agile provider selection decision are evaluated, and their 

importance weights are determined. Intuitionistic fuzzy cognitive map is an appropriate 

technique due to the presence of interrelationships among evaluation criteria, fuzziness, 

vagueness, and hesitation in data. The application is illustrated through a case study, which is 

conducted in a white goods manufacturer that performs in Turkey. 

Keywords: Intuitionistic fuzzy sets, intuitionistic fuzzy cognitive map, agile provider 

selection, project management. 

1. Introduction

Agile project management notion is launched in 2001 to deal with ineffectiveness in 

describing customer needs, managing the changes of the project requirements, and cost 

saving. It has been emerged from unpredictable properties of customer requirements, 

technologic progresses, and unstability of business problems (Lei et al. 2017). At first, 

Waterfall project management methodology, which is linear and sequential, was used in 

managing the projects. Agile project management methodology has emerged to eliminate the 

shortcomings of Waterfall project management methodology. In an agile project, processes 

are planned and then managed in iterative manner. The outcomes achieved from an iteration 

lead to construct the following project stage (Totten, 2017). 

In competitive global markets, agility concept has become more and more crucial in 

managerial processes. Correspondingly, agility in outsourcing processes has emerged in order 

to cope with changes and dynamic environment. Outsourcing process disintegrates the jobs by 

collaborating with a provider in lieu of insourcing an activity (Liu et al. 2008; Tsai et al. 

2010). Recently, outsourcing has been a part of strategic management and operations 

management, although it was firstly employed in the early 1990s in information technologies 

(IT) to achieve cost savings and technical efficiency (Tjader et al. 2014).  

In the last years, researchers have contributed to the “provider evaluation/selection” literature 
by developing several decision making frameworks. Ecer (2018) combined fuzzy AHP 
(analytic hierarchy process) and EDAS (evaluation based on distance from average solution) 
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for third party logistics (3PL) provider selection in marble industry. Ji et al. (2018) integrated 

MABAC (multi-attribute border approximation area comparison) and ELECTRE methods for 

outsourcing provider selection with neutrosophic fuzzy numbers. Sremac et al. (2018) used 

rough SWARA (step-wise weight assessment ratio analysis) and rough WASPAS (weighted 

aggregated sum product assessment) methodologies by combining rough Dombi aggregation 

operator into the 3PL provider selection framework. In a similar manner, Singh et al. (2018) 

proposed fuzzy AHP and fuzzy TOPSIS integrated framework for 3PL provider selection for 

a cold supply chain in food industry. Li et al. (2018) solved 3PRL provider selection using 

cumulative prospect theory and then provided a comparative analysis employing fuzzy 

TOPSIS technique for an electronics company. 

Recently, Percin (2019) identified the best performing outsourcing provider in chemical 

industry combining fuzzy SWARA and fuzzy axiomatic design (AD) methodologies, and then 

provided a sensitivity analysis in order to compare the results with those of other decision 

making techniques namely fuzzy TOPSIS and fuzzy VIKOR. Govindan et al. (2019) 

proposed ELECTRE-based stochastic multi-criteria acceptability analysis for 3PRL provider 

selection for an Indian manufacturer. Ljubojevic et al. (2019) proposed two-stage decision 

framework for outsourcing provider selection in transportation sector. The hybrid two-stage 

method combines DEMATEL with a novel outranking methodology. In a similar manner, 

Zarbakhshnia et al. (2020) identified the best 3PRL provider that performs for car parts 

production company by integrating fuzzy AHP and grey multi-objective optimization by ratio 

analysis. 

This work introduces an intuitionistic fuzzy cognitive map (IFCM) technique to determine the 

importance degrees of agile provider selection criteria. The presence of interrelationships 

among evaluation criteria, fuzziness, vagueness, and hesitation in data led us to employ IFCM 

methodology as an appropriate tool. 

The remaining sections of the paper are organized as follows. Section 2 explains briefly 

intuitionistic fuzzy cognitive map methodology. The following section illustrates the 

application via a case study conducted in white goods industry. Final section delineates 

conclusions and future research directions. 

2. Intuitionistic Fuzzy Cognitive Maps

Intuitionistic fuzzy cognitive map (IFCM) technique includes intuitionistic fuzzy numbers 

into cognitive maps in order to determine the power of cause-and-effect relationships (Dogu 

and Albayrak, 2018). First, concept nodes and power of causal links among them are defined 

by obtaining experts’ opinions. Second, the power of causal links is represented by 

intuitionistic fuzzy numbers that are associated with intuitionistic fuzzy scale. Hence, 

membership, non-membership, and hesitation values are identified. Finally, N x N weight 

matrix is formed by employing the information collected from the experts. 

The following iterative formulation of IFCM is run until the system will be stabilized, in other 

words, all factor weights will converge (Iakovidis and Papageorgiou, 2011). In this way, the 

concepts’ values are computed. 

129
















−+= 

=


+ N

j
ij ji

k
jji

k
j

k
i

k
i wAwAAfA

1

)()()()1(
)

           (1) 

where 
)(k

iA   is the value of concept Ci at kth iteration, jiw   is the weight of the connection 

from Cj to Ci ,  

jiw  and 


jiw    denote the weight matrices that show membership values and 

hesitation values of causal links, respectively, and f  is a threshold function, which is 

considered as sigmoid function for this work. 

 

3. Case Study 

 

This work presents an IFCM approach for evaluating agile provider selection criteria in 

Turkish white goods sector. The best performing provider alternative will provide an IT-based 

project to the case company. The case study is conducted through three experts’ opinions. 

Initially, the evaluation criteria which are given in Table 1, are identified by interviewing the 

project managers of the case firm. 

 

Table 1. Evaluation criteria 

Label Concept 

C1 Cost 

C2 Lead time 

C3 Customer participation 

C4 Communication 

C5 Ability to react to change 

C6 Self-organization 

C7 Responsiveness 

C8 Innovative skills 

 

 

The experts provide their opinions by reaching a consensus and they used the linguistic scale 

shown in Table 2. 

 

Table 2. Linguistic Scale 

Linguistic term Intuitionistic fuzzy number 

VH <0.95,0.05> 

H <0.70,0.25> 

M <0.50,0.40> 

L <0.25,0.70> 

VL <0.05,0.95> 
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The linguistic data, membership values, non-membership values, and hesitation values for 

causal relationships, are given in Tables 3, 4, 5, and 6, respectively. 

Table 3. Linguistic Data for Causal Relationships 

 C1 C2 C3 C4 C5 C6 C7 C8 

C1 - - - - - - - - 

C2 - - - - - - - - 

C3 - M - - VH - VH - 

C4 - H - - L - - VL 

C5 - M - - - - VH - 

C6 - M - - M - M - 

C7 - - H - H - - - 

C8 - - - - - - - - 

 

Table 4. Membership values 

 C1 C2 C3 C4 C5 C6 C7 C8 

C1 0 0 0 0 0 0 0 0 

C2 0 0 0 0 0 0 0 0 

C3 0 0.5 0 0 0.95 0 0.95 0 

C4 0 0.7 0 0 0.25 0 0 0.05 

C5 0 0.5 0 0 0 0 0.95 0 

C6 0 0.5 0 0 0.5 0 0.5 0 

C7 0 0 0.7 0 0.7 0 0 0 

C8 0 0 0 0 0 0 0 0 

 

Table 5. Non-membership values 

 C1 C2 C3 C4 C5 C6 C7 C8 

C1 0 0 0 0 0 0 0 0 

C2 0 0 0 0 0 0 0 0 

C3 0 0.4 0 0 0.05 0 0.05 0 

C4 0 0.25 0 0 0.7 0 0 0.95 

C5 0 0.4 0 0 0 0 0.05 0 

C6 0 0.4 0 0 0.4 0 0.4 0 

C7 0 0 0.25 0 0.25 0 0 0 

C8 0 0 0 0 0 0 0 0 

 

Table 6. Hesitation values 

 C1 C2 C3 C4 C5 C6 C7 C8 

C1 0 0 0 0 0 0 0 0 

C2 0 0 0 0 0 0 0 0 

C3 0 0.1 0 0 0 0 0 0 

C4 0 0.05 0 0 0.05 0 0 0 

C5 0 0.1 0 0 0 0 0 0 

C6 0 0.1 0 0 0.1 0 0.1 0 
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C7 0 0 0.05 0 0.05 0 0 0 

C8 0 0 0 0 0 0 0 0 

 

IFCM technique is employed and importance weights of agile provider selection factors  

are obtained by running the formulation (1) until it will be stabilized, and the values of 

concepts will remain same. FCMapper software is used for these operations. The concepts’ 

values are given in Table 7. 

Table 7. Importance weights of digital transformation factors 

Label Concept Weight 

C1 Cost 0.6590 

C2 Lead time 0.9087 

C3 Customer participation 0.8054 

C4 Communication 0.6590 

C5 Ability to react to change 0.9378 

C6 Self-organization 0.6590 

C7 Responsiveness 0.9461 

C8 Innovative skills 0.6685 

 

 

4. Discussion and Conclusions 

 

To obtain the importance weights of agile provider selection criteria for an IT-based project 

conducted in white goods industry, evaluation factors are determined through expert opinions 

and then algorithm of the work is reported by considering IFCM technique. Importance 

weights of concepts are assigned by applying IFCM methodology, responsiveness is the most 

influential factor however cost, communication, and self-organization are the effective ones. 

Future research directions will focus on proposing group decision making approach for 

evaluating the criteria of agile provider evaluation in various sectors.  
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A Survey: A novel hybrid automatic intrusion detection system using 
machine learning technique for anomalous detection based on traffic  
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1. Introduction

Human beings protected and secured their property and privacy physically with fence, locks, 

signature, stringent government laws and life style since long time. With advent of 

networked electronic automation systems, hackers are provided with more chances to 

hack critical systems and cripple services for example intercept communications sent to 

aircrafts, freeze bank accounts, manipulate satellite data and shut down military control 

systems. In the modern, cyber-dependant world, security of computer systems has become 

one of the high priority global and societal issues that need to be addressed. The 

exponential growth of the Internet has paved way for the growth of the bespoken web 

based applications such as ecommerce, government and various other mission critical 

services. On the other hand, the networked computers have been exposed to external threats 

such as intrusions via the Internet. This scenario has greatly augmented the need for the 

security of networked computers and information systems. It has become mandatory to 

further strengthen the security of the networked information systems and services to 

safeguard it from adversaries. Intrusion Detection Systems (IDS) are required to identify 

intrusions aimed at disrupting the normal operation of information systems in production by 

malicious users. They work in tandem with the other attack prevention (firewalls, 

authentication and user roles) and attack avoidance (encryption and decryption) methods. 

This work uses Network Intrusion Detection System (NIDS), to detect the intrusions to the 

information systems through the network.  

Intrusion refers to an attack on the networked computing facility with the intention of causing 

harm or to compromise Confidentiality, Integrity and Availability (CIA). Intrusions could 

be in different forms such as networked based attacks against vulnerable services, 

privilege escalation of users in hosts or launch of malware and so on. Intrusion detection is the 

process of detecting non-compliance usage of information systems or attacks on computing 

facility and networks. Intrusion Detection System (IDS) is an automated tool implemented in 

the hardware or in the software or combination of the both for the purpose of detecting 

intrusion. An IDS seems to be one of the most opted security technology solutions among 

the various other alternate mechanisms adopted to secure enterprise networks. The 

intrusion detection system is a handy tool which functions like a security camera or a burglar 

alarm. This intrusion dtection system can be configured to log events, which can be used 

for forensic evidence purposes to punish the adversary. However much of the intrusion 

detection system in trigger a higher rate of false alarms, which poses to be a hindrance.  

An intrusion detection system provides visibility and control which are the two key 

aspects that aid in securing a network. Visibility makes the network traffic apparent helps in 

decision making thus influencing in security policy building directly. Control in turn is used to 

prohibit access to privileged areas in computer networks, which is otherwise used to impose 

compliance to the security policy. The placement of an intrusion detection system in a 

computer network, as shown in the Figure 1, it is normally located behind a firewall. It 

is designed meticulously to look for malicious network traffic and is in the second and 

final stage of protection in action.  
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Figure 1: placement of an IDS in enterprise networks 

The IDS works in tandem with the firewall and one cannot replace the other. The present study 

investigates and proposes a hybrid approach for developing automatic IDS, in which a nature 

inspired-technique is ensemble with one of the conventional classification techniques to 

effectively detect the anomalous network traffic that enter and exit a protected enterprise 

network.   

Some of the more specific objectives of this study are as follows: 1. To extensively 

analyze and understand data in the existing benchmark dataset and use it to assess the 

effectiveness of an intrusion detection system. 2. To discover and extort optimal features of a  

network connection records that foster accuracy of detection using the proposed feature 

selection approach. 3. To adopt a hybrid paradigm by integrating nature-inspired technique 

with a classical classifier in order to improve the accuracy as against the existing conventional 

IDS. 4. To experiment, measure and analyze the effectiveness of the suggested methods with 

other prominent approaches that have already been proposed in literature.

To realize the hybrid paradigm, two different implementations combining nature 

inspired technique with popular classification techniques accompanied with a feature 

extraction process have been proposed. i. Ant Colony Clustering algorithm : It is used to 

generate precise data points to a) update the learning model developed by the classical Support 

Vector Machine (SVM) b) improve the learning process of the classifier c) make the learning 

process dynamic. ii. Ant Colony Optimization algorithm: It is used to mine optimal rules, 

which in turn is used by the fuzzy system for effective classification. This proposed 

approach has been evaluated using the benchmark dataset called the NSL KDD and real time 

data set. It is believed that the proposed approach will satisfy the unique security needs of the 

modern complex and high speed networks and would be the better-of-the-best IDS and also be 

a regular part of the multilayer defence and security implementation in the future.
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2. Literature Survey:

Achmad Akbar Megantara et al.  [1] suggested an intrusion detection system model for 

detecting and identifying any cyber attacks that intrudes on the network system. This research 

includes a hybrid machine learning model that combines feature selection using feature 

importance ranking from the decision tree algorithm with data reduction techniques using the 

local outlier factor to increase the performance of network intrusion detection systems. In the 

data reduction process hybrid machine learning model provide a method for computing the 

feature selection threshold value and identifying outlier data. The author suggests a hybrid 

machine learning model in this study which incorporates feature selection and reduction of 

data procedures. The importance value of each feature towards the dataset label is determined 

throughout the feature selection process. Remove zero valued features to identify low and 

high important characteristics then split the remaining data using median data to construct a 

threshold mechanism. The cutoff off factor for such an anomalous score will be determined 

using a gaussian distribution. The feature selection procedure combines extremely important 

data with label decisions and is classified into three techniques such as filter based, wrapper 

based and embedded based techniques. The embedded based technique is to merge filter 

method which is a pre-processing step in which relevant features are extracted based on the 

goodness‖ metric of the feature done by statistical methodology and wrapper method uses 

machine learning algorithms to each candidate feature subset to assess and then evaluate the 

subset in order to discover the potential subset that best represents the original data set.  

Merve Ozkan-Okay et al. [2] suggested an intrusion detection system model that can help 

secure wireless local area network by identifying and stopping malicious activity. It is 

necessary to identify traffic attacks with extreme precision in order to protect a wireless local 

area network.  Fast detection is required in addition to high accuracy detection. In this regard, 

an approach for efficiently and reliably detecting attacks is provided. The anomaly based 

intrusion detection system method hypothesizes that anomalous behavior is rare and differs 

uniquely from the normal behaviour. It also extracts patterns and develops a model based 

on normal behaviour. The anomaly based intrusion detection system detects anomaly in audit 

data if there is any deviation from the perceived model. The anomaly based techniques are 

used to determine behaviors and extract rules. The signature based intrusion detection 

system detects intrusions by matching the audit data with the pre- defined signature of 

security policy, vulnerabilities and attacks of the audit system available in the signature 

database. The signature based intrusion detection system also has the capability to detect 

well-known attacks with a high detection accuracy and low false alarm rate. The 

effectiveness of this method is highly dependent on the richness of the knowledge base. 

On the Knowledge Discovery and Data Mining 99 dataset the proposed approach and 

machine learning techniques were used for training and classification.  

Mahmoud Said ElSayed et.al. [3] have proposed a hybrid intrusion detection system 

approach can increase the effectiveness and performance when compared to single intrusion 

detection system approach. The suggested model integrates machine learning algorithms with 

convolutional neural network architecture. The deep models of the data characteristics are 
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obtained using machine learning algorithms. The network based security incidents are in the 

form of suspicious network traffic which originate from the external or internal network hosts 

and are targeted to victim systems. The complexity and frequency of network based attacks 

launched by tactical attackers is also increasing with every passing day. The attack packets are 

disguised with typical network packets and go undetected by the packet header based filtering 

mechanism. Even though other studies have used deep learning to detect network intrusions the 

majority of these approaches neglect the impact of the over-fitting problem when deep learning 

algorithms are implemented. As a result deep learning may have an influence on the anomaly 

detection systems robustness resulting in  poor simulation results for day zero attacks. 

Additionally when compared to single deep learning models, the proposed method outperforms 

them in all assessment criteria. To train and evaluate the performance of all strategies several 

datasets are employed including the In-software defined network the most recent dataset for 

software defined networks. A light weight hybrid network intrusion detection system has been 

proposed to meet the present high speed network security needs while also successfully 

detecting non-conforming network traffic.   

Ahmed I. Salehet.al. [4] have proposed a hybrid intrusion detection system which might be 

used in real time basis and is well suited to the multi class classification challenge. Intrusion 

Detection System is a powerful security tool that analyses network traffic to assist 

prevent unauthorized access to network resources. The network based security incidents are in 

the form of suspicious network traffic which originate from the external or internal network 

hosts and are targeted to victim systems. A naive base feature selection method is employed 

in a hybrid intrusion detection system to minimize the dimensionality of sample data. 

Further the outlier rejection is a new feature of the hybrid intrusion detection system that 

other systems lack. Outliers are noisy input samples that when used in model training will 

result in a greater rate of misclassification.  Outliers were rejected using a distance-based 

method that prioritized the much more useful training instances which were then utilized to 

train a optimized support vector machine. After that optimized support vector machine is used 

to exclude outliers. Finally using a prioritized K nearest neighbors classifier hybrid intrusion 

detection system can successfully detect attacks after outlier rejection. As a result the hybrid 

intrusion detection system is a three edged approach with Naive base feature selection for 

dimensionality reduction, optimized support vector machine and perform high detection rate 

specifically for the attacks.  

Mokhtar Mohammadi et.al. [5] have proposed merging support vector machines with 

additional classifiers to deal with intrusions and security attacks. Each strategy has used 

a distinct approach to reduce the overhead of using several classifiers while also improving 

the accuracy and detection rate of intrusion detection. This method studies intrusion 

detection system schemes using decision trees, adaboost, K nearest neighbour and 

artificial neural networks in combination with the support vector machine. The 

proposed wrapper based approach namely the Modified Forward Floating Selection and 

multi class Support Vector Machine to generate an optimal set of features from the NSL 

KDD dataset for effective network intrusion detection. The detection rate is used as 

fitness and the support vector machine 
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parameters are encoded as bats. The knowledge discovery in databases cup dataset is 

employed to check this technique. The intrusion detection system methods that use a genetic 

algorithm in the intrusion detection system and support vector machines to produce a global 

model in each node which is responsible for detecting intrusions was also suggested by 

the authors. The principle component analysis space is searched using a genetic 

algorithm and a subset of principal components is selected. Then using a support vector 

machine this technique is trained and tested on the features chosen. In the fitness function of 

the genetic algorithm factors like precision and the quantity of features are employed to 

reduce the false alarm rate and increase the detection rate. The supervised approaches, in 

general, use a fully labeled dataset to train the support vector machines. Although this method 

is the most accurate at identifying intrusions it is difficult to locate a completely labeled 

dataset in real security applications. Unsupervised intrusion detection systems do not require 

access to a labeled dataset and use different clustering algorithms to arrange comparable data 

samples into clusters. Despite the fact that these methods do not require labeled datasets but 

they have a high false alarm rate problem. Support vector machine is one of the most opted 

and a  popular supervised machine learning technique used to develop classifiers. This method 

constructs an optimal hyper plane which is used to separate the data in to two categories. The 

process for selecting the best feature is critical in assuring the detector's performance, 

speed, precision, and dependability. Filtering techniques, wrapper methods, and embedded 

methods are three different types of feature extraction methods that are used to solve this 

problem. The filtering techniques take into account the importance of the features determined 

by univariate statistics. Wrapper method uses machine learning algorithms to each candidate 

feature subset to assess and then evaluate the subset in order to discover the potential subset that 

best represents the original data set. Wrapper methods on the other end will be using a 

classifier to determine which features to use based on their performance. The optimal 

feature selection process is wrapped inside the classifier and the result is used as a metric 

to decide the optimal feature subset. The model of an intrusion detection system model must 

be analyzed using particularly unique intrusion detection system tools known as Snort after 

it has been created using the procedures stated above. Besides intrusion detection system 

techniques can be evaluated on the hosts under study in real world circumstances.   

Dhruba Jyoti Kalita et.al. [6] proposed a method for dealing with the support vector 

machine design in a dynamic manner. Dynamism can happen in two forms during the training 

of a support vector machine parameter and during the optimization of the support vector 

machine's hyper parameters over a certain period of time. The suggested approach includes 

techniques to address both of the mentioned scenarios. To find the best solution in the first 

situation we may simply use quantized multiple particle swarm optimization with anti 

convergence theory. The second instance of dynamism during support vector machine 

classifier training on the other hand is more difficult to handle. In this scenario, data is 

delivered in batches, and as previously stated, the optimal solution changes owing to the 

nature of the data, affecting the classification accuracy rate of support vector machine 

classifiers. Until the next set of data arrives we must halt the optimization process. This must 

be done in order to make the most use of the available resources. When one start the 

optimization method each time new data is received and on the either hand the model will 

become ineffective in terms of processing time.  To prevent this a continuous flow of 

information about the process of optimization must be used at various periods in time 

allowing optimization to begin based on that knowledge. The 
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proposed approach selects the optimal settings for the support vector machine hyper-

parameters in a dynamic environment.  A light weight intrusion detection system which 

removed redundant data, identified relevant features and accurately identified intrusions. It 

employed a neural ensemble decision tree to detect the network intrusions The amount 

of searching levels contained in the above proposed framework is one of its limits, even 

though it performs well for dynamic support vector machine model selection. Function 

searching at various levels takes a long time. Instead of using many layers of searching a 

single level of searching can be used. For anomaly based intrusion detection they used a 

Multiclass Support Vector Machine. In this approach the parameters of the Multiclass Support 

Vector Machine were optimized by particle swarm optimization to detect intrusions. Data 

finally arrives in batches in a dynamic context. As a result the classification model may 

degrade with time. There should be a mechanism that allows to re estimate the model's 

fitness online if we want it to keep its performance. In this approach the parameters of the 

Multi class Support Vector Machine were optimized by particle swarm optimization to 

detect intrusions. The proposed work's main goal is to develop a framework that uses 

support vector machines to classify samples in a dynamic context.  The Knowledge 

discovery in databases Cup dataset was used to conduct the experiments and the 

experimental results obtained in this approach were compared with various methods such as 

K-Means and multi class support vector machine with parameters optimized by grid method.  

Ansam Khraisat et al. [7] have proposed a classification of contemporary intrusion 

detection systems which offers a detailed analysis of important recent works as well as a list 

of often used datasets for evaluation. Thus it identifies future work in order to avoid 

such techniques and keep systems more secure through describing the evading techniques 

used among intruders to avoid detection. Cyber attacks are growing more sophisticated 

making reliable detection of intrusions more difficult. The security services credibility as well 

as data confidentiality, integrity and availability could be affected if attacks are not prevented. 

An alarm is raised once when an intrusion occurs. The effectiveness of the system depends on 

upto-date attack knowledge available in its knowledge base. A prediction engine was used to 

raise alarms whenever it had detected an intrusion. The signature intrusion detection system 

host logs are examined for patterns of instructions that have been earlier known as 

spyware. Intrusion detection system were found to enhance the signature patterns for normal 

and various attacks in the form of rules which in turn resulted in a better classification of 

intrusions. Expert systems were used to detect malicious activity thereafter. Intrusion 

detection expert system was known to be the first step towards the realization of a hybrid 

Intrusion detection system which is signature analysis and anomaly detection is to be 

implemented in critical and secure government information technology deployments. 

Intrusion detection systems can be classified using the same input data sources that are used 

to detect anomalous behaviour. A host based intrusion detection system can detect insider 

attacks which don't require network traffic. A network based intrusion detection system can 

check many computers which are connected to the network. Network intrusion detection 

system can detect external harmful behaviors that may be triggered by a potential attack at an 

early stage before the threats propagate to another computer system. 
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A network based intrusion detection system uses packet capture and Net Flow to monitor 

network traffic gathered from a single network. The proposed hybrid module takes care 

of classification of anomalous traffic. The outcome of the previous step which is a one 

dimensional distance based feature, was used to represent an input data sample for intrusion 

detection to be done by a k-nearest neighbour classifier. The authors conducted several 

experiments using the knowledge discovery in databases CUP‘99 data set and the results 

obtained by the proposed approach showed an improvement in the detection rate and 

accuracy when compared to the individual methods. The authors also carried out 

experiments with their system using the knowledge discovery in databases – cup 99 dataset 

and found its performance either to be better than or similar to other classifiers such as k-

nearest neighbour and support vector machine in terms of accuracy, detection rate and false 

alarms. The results of the proposed method showed that it outperformed other methods used 

for comparison and had a detection rate of 97.64 percent, false positive rate of percent and 

false negative rate of 2.45 percent.  

Earum Mushtaq et al. [8] have proposed a hybrid framework for intrusion detection that mixes 

the benefits of an autoencoder and then utilizing long short term memory for 

categorization into normal and anomalous samples. When designing an efficient 

intrusion detection system the curse of dimensionality as well as experiments on the dataset 

shows that the model has small false alarm rate and greater recognition accuracy. The 

features are often extracted by rebuilding the network using an autoencoder and then training 

the intended residual network with the extracted features on the dataset network security 

laboratory Knowledge discovery in databases. In terms of accuracy true rate and false 

alarm rate the experimental results are better.  On the network security laboratory Knowledge 

discovery in databases dataset an autoencoder and then utilizing long short term memory 

performance displays classification accuracy of 89 percent, detection rate of 89.84 percent 

and false alarm rate of 11 percent demonstrating the proposed model's superior 

performance to current state of the art methodologies. In order to improve the 

performance of intrusion detection method combining autoencoder and long short term 

memory this paper has comparison experiment of feature selection methods. By training in 

a hierarchical form deep learning techniques can extract input at a higher level of abstraction. 

A correlation based feature selection bat algorithm technique and an ensemble classifier are 

used to choose optimal features in an intrusion detection system. The most significant 

characteristics are chosen on the basis of the classification technique is proposed and 

followed by a voting mechanism for final classification. Experiments have been validated 

with the benchmark NSL KDD data set and their method had an accuracy of 87.37 percent 

and a detection rate of 87.4 percent. Sun proposed a deep feed neural network with 

relevant features extracted using an additional tree classifier which has an accuracy of 

85.48 percent on the network intrusion dataset  whereas Kasongo supports a deep learning 

technique based on wrapper based feature extraction. However their technique is 

computationally inefficient.  Several researchers in the field of cyber security have recently 

published on deep learning with developing feature selection approaches. A network 

dataset is a collection of information related to network traffic and is created using tools used 

for capturing and analyzing network traffic. The UNSW-NB15 dataset was utilized which 

reached 92 percent accuracy but with a high far. The proposed model stability and 

effectiveness are guaranteed by statistical 
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analysis. Through the use of deep stacked autoencoder and shallow learning with the 

classification technique the proposed work successfully addresses these challenges. To make 

the best use of the proposed network intrusion detection method we want to hybridize the deep 

learning model to deal class imbalance problems with sophisticated generative adversarial 

networks in the near future. Utilizing the knowledge discovery and data mining Cup data set 

for testing it was discovered that the approach excelled previous algorithms of a same kind in 

terms of accuracy and false alarm rates.  

M. R. Gauthama Raman et.al. [9] suggested a support vector machine based on the hyper clique 

enhanced gravitational search algorithm as an accurate and adaptable intrusion detection 

method to enhance the detection rate and false alarm rate of support vector machines. The 

Curse of Dimensionality as well as the trade-off between a high detection rate and a low false 

alarm rate makes designing a reliable and efficient intrusion detection system a difficult 

task. The author developed developed a one class classifier to classify one of the most 

vulnerable type of attack vectors. The one class classifier was implemented using the 

Support Vector Data Description. The half partition strategy of selecting and retaining 

nonsupport vectors of the current increment of classification named as Candidate Support 

Vectors which is likely to become the support vectors in the next iteration of 

classification. Many quality measures, stability tests and statistical tests are provided for the 

hyper clique enhanced gravitational search algorithm. Many network administrators and 

security experts are concerned about intrusion detection. To identify intrusions and 

safeguard networked systems from cyber attacks and authenticating mechanisms has also 

been implemented. Traditional security measures on the other hand are limited in scope and 

usually fail to safeguard networks against newer attacks and intrusion methods. Intrusion 

detection systems that observe, evaluate and detect anomalous network behavior provide 

adequate security against a wide range of current and emerging cyber threats that threaten the 

confidentiality, integrity, and availability of information systems. The method of attempting to 

get instances of network attacks by comparing current behavior to the expected activities of an 

intruder is called misuse detection. Anomaly detection systems can detect unknown attacks 

however they have a large false alarm rate. The classification relies on heuristics  instead of 

signatures to identify any form of misuse that deviates from regular system operation. They 

also conducted various experiments to compare their results with the various forms of 

Incremental support vector machine. They also have proposed an optimized intrusion detection 

system using soft computing mechanism and Principle Component Analysis to transform 

the input sample into a new feature space. While the genetic algorithm as used for optimum 

principle components the Support Vector Machines was used as a classifier. The authors 

used the Knowledge discovery in databases Cup dataset for experimenting with the 

proposed system. Their approach of Principle Component Analysis, genetic algorithm and 

support vector machine had a detection accuracy of 99.6 percent when compared to a method 

of Principle Component Analysis  and support vector machine which had a detection accuracy 

of 97.58 percent.  
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Yuyang Zhou et.al. [10] have proposed a new intrusion detection system based on feature 

selection and ensemble learning approaches. Ensemble based hybrid intrusion detection 

system is a novel method of modeling and implementing intrusion detection system is based 

on combining one or more machine learning algorithms. The ensemble was done to take 

advantage of the efficiency in each algorithm of the ensemble to build a competent 

classifier. This approach is highly beneficial where the problem can be divided into sub 

problems and solution to each such sub problem can be solved by the individual algorithm of 

the ensemble. The authors proposed a hybrid distributed intrusion detection system to 

combat the latest intrusions. The authors used two Adaboost based intrusion detection 

algorithms. While the researchers used the tradition Adaboost with decision stumps as 

weak classifiers in the first algorithm, online Adaboost with online Gaussian mixture 

models as weak classifiers were used in the second. A distributed framework approach 

where the local parameterized online Adaboost model constructed in each host is 

combined using the particle swarm optimization and support vector machines to produce a 

global model in each node which is responsible for detecting intrusions was also suggested by 

the authors. The results indicated that it outperformed other intrusion detection system in 

terms of false positives and detection. The authors suggested an approach which is a feature 

representation method known as Cluster Centre and Nearest Neighbour. In this approach two 

distances are measured and summed with the first based on the distance between each data 

sample and its cluster centre and the second between the data and its nearest neighbour in the 

same cluster. The outcome of the previous step which is a one-dimensional distance based 

feature, was used to represent an input data sample for intrusion detection to be done by a k-

nearest neighbour classifier. The feature selection strategy which can be used as a 

preprocessing phase can reduce computational complexity aims to remove unnecessary 

features while maintaining or even improving the intrusion detection system's performance. 

Abdullah also proposed a framework for intrusion detection utilizing characteristics from 

the NSL-Knowledge discovery database dataset which is related to partitioning the incoming 

dataset into sub-sets then integrating with the information gain filter. Gaikwad and Thool 

developed a light weight intrusion detection system which removed redundant data 

identified relevant features and accurately identified intrusions. It employed a neural 

ensemble decision tree to detect the network intrusions. Several experiments were carried 

out using Knowledge discovery in databases Cup 1999 data set and found its performance 

both to be better than or similar to other classifiers such as K nearest neighbor and support 

vector machine in terms of accuracy, detection rate and false alarms.  
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Jiyuan Cui et.al. [11] have proposed a Gaussian mixture model. In this model the issues of 

data unbalance and a lack of uncommon attack samples can be successfully addressed. First 

the trained model detection rate for a few attack classes is low because of dimensional dataset 

which reduces overall recognition accuracy. Second the vast size and data unbalance affects 

the performance of intrusion detection classifier. These classifier are now facing 

issues in improving minority class detection accuracy, finding unknown threats and 

decreasing false alarm rates. The authors used Principal Component Analysis and Fisher‘s 

Discriminant Ratio for feature selection and noise removal. The authors used Probabilistic 

Self Organizing Map for modeling the feature space and for differentiating between 

anomalous and normal network connections. In order to acquire a more detailed 

representation of the data an extraction of features module based on stacked auto encoders 

is presented. Experiments were conducted using NSL-KDD data set and also compare the 

performance with other intrusion detection techniques. The ultimate objective in the 

development and implementation of automatic intrusion detection system is to accomplish 

the best levels of accuracy in detection and reduction in false positives. The auto encoder is 

made up of a three layer network. The feature extraction function, especially for minority 

class data, cannot match the requirements when the data dimension is high. As a result 

this research develops a sparse auto encoder based feature extraction module that 

reduces the dimensionality of data features and exploits deep representation. After the 

auto encoder has been trained the hidden layer's output features are used as the input for 

the next auto encoder. This purpose obviously tends to adopt a hybrid approach for 

intrusion detection system design and implementation. A hybrid classifier for intrusion 

detection was chosen to combine several techniques so that the system accuracy can be 

appreciably superior. This module is used to help training in minimizing data unbalance and 

increasing the model's identification skills when executing multi classification jobs. The 

shallow learning model can't analyze the feature representation well because it can't handle 

with high dimensional complicated data. A fuzzy logic based methodology has been 

proposed to generate classification rules and natureinspired methodology such as Ant Colony 

Optimization has been further used to generate precise rules used for effective classification.  

The network connections were matched with these intrusion patterns to detect network 

intrusions The experimental findings reveal that this Gaussian mixture model enhances 

overall and uncommon attack detection accuracy and provides better intrusion detection 

outcomes. According the authors, the results produced by the proposed system was 

comparatively better in terms of predictive accuracy and convergence.  

Mozamel M. Saeed et.al. [12] have proposed to increase the effectiveness of classifiers that 

were trained to recognize unknown attack signatures. The following goals which are 

addressed in this paper are used to identify and investigate the most often used classifiers in 

intrusion detection system implementation, to assess the performance of the 

individual classifiers on an individual basis and to create a hybrid classifier using the 

strengths of both 
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classifiers. The original KDD 1999 datasets and the network security laboratory-knowledge 

discovery databases were employed in the study. The proposed approaches were evaluated in 

virtualized networked settings and traffic workloads in this paper. Cycle numbers were detected 

using a Support Vector Machine, while period detection was completed using coefficients and 

signal shifts. Since no one has presented a hybrid strategy for finding anomalies predicted events 

that did not occur and unexpected events can be found using a hybrid approach at various 

sampling frequencies. The detection of anomaly was done using the weighted k-means 

clustering algorithm to detect novel intrusions by clustering the network connections data to 

collect the most of intrusions together in one or more cluster. Anomaly detection is the activity 

of detecting occurrences that occur unexpectedly, as well as objects that vary significantly from 

the usual.  Data scientists use it to find anomalies in unlabeled data in a method known as 

unsupervised detection of anomaly. Data anomalies is related about unexpected events such as 

phishing, financial fraud, structural defects, textual flaws, system failures and system 

malfunctions. Because the purpose of this article is to deal with attacks and an anomaly was 

examined in which no vector was detected in the database as typical traffic.  The feature 

selection approaches were discussed, as well as their classification benefits and consequences 

for network outlier detection databases. The type of data to be handled with and the relevant 

feature selection method to be used are the determinants. Some of the characteristics in the 

directed example were minimal such as protocol type while the remaining were numerical ratio 

scales. When discussing a situation from a theoretical standpoint degradation in classifier 

performance is not taken into account. On the other hand irrelevant and noisy variables have a 

significant impact on k-nearest neighbour and support vector machine models. Moreover few 

linear models with least angle regression are particularly prone to noisy data and related factors. 

For evaluation three distinct classification examples were used as well as up to five 

classifications for assessment in order to reduce the bias caused by specific classifiers. When 

using this method for feature extraction, a least absolute shrinkage and selection operator least 

angle regression based classifier was also included.  The results obtained by this method exhibit 

a higher detection rate and a lower false positive rate when compared to other neural network. 

They have utilized the KDD 99 data set for the evaluation purpose and found that their 

framework has produced better accuracy and lesser false positive.  

3. Material vs Method

Anomaly based network intrusion detection in networks looks for patterns in network data

traffic which show non-conformity when compared to normal network traffic. Network

anomalies are further classified in to two types, namely (a) performance associated anomaly

and (b) security associated anomaly. Security associated anomaly is further classified into (i)

point, (ii) contextual and (iii) collective anomaly.
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3.1. Anomaly Based Network Intrusion Detection System  

A plethora of network security devices such as firewall, IDS, Data Leak Prevention 

System (DLP) and content filtering systems such as anti-spam, anti-virus are available. Due to 

the ubiquitous nature of the Internet, network based attacks (DNS spoofing, port scanning, ping 

of death, etc.) and intrusion is a very common menace.  

The present day enterprise networks are posed with intrusions or attacks that are 

polymorphic and continuously evolving. These intrusions and attacks demand a specific device 

that is exclusively meant for the surveillance of the network in real time, the anomaly based 

network intrusion detection system is such a device, which can be an essential equipment of the 

enterprise security strategy and a handy tool for network security administrators and team 

members as well.  

3.2 Prototype of A Generic Anamoly-Based Network Intrusion Detection System  The 

security based research community and commercial organizations have proposed and 

developed many NIDS. While the development of a prototype for an effective ABNIDS is still 

evolving, a prototype of a generic ABNIDS has been presented in the Figure2.  

A. Detector: Being the most sensitive part of IDS, it is used to sense the non-confirmed

network flow. An algorithm to detect abnormality is implemented as a misuse detector or as an

anomaly detector.

B. Reference Information: This is a repository of known attack signature or patterns of

normalcy. This information base should be efficiently organized in such a way that it can easily

be updated and swiftly referred to.

C. Configuration Information: The information contained in this database is crucial and is

used to configure and fine-tune the operation of the detector. This information gives directions

to the detector such as sensing audit data from the sensor and deciding on the type of actions to

be carried out after detecting an anomaly, etc.

D. Alarm Generator: This module accepts the output generated by the detector. The output

of this module is either an active response to make a immediate corrective action in the

monitored environment or an alert due to an suspicious event to the security personnel of the

monitored environment. The alert is in the form of an email, a pop-up in the console or an

audible signal.

E. Security Authority: On the reception of alert or alarm, the security personnel take

response action based on the severity of the nonconformance. The existing reference

information is updated as and when new intrusion patterns are evident.

Figure2: Architecture of a generic Network Intrusion Detection System (NIDS) 

F. Sensor: This block monitors each packet of a network flow that enters and exits the

network and is implemented to operate either on online or offline mode.

G. Audit data storage and pre-processing: IDS store audit data on a permanent or temporary

basis for future reference during processing. In order to conserve the storage space and speed

up the detection process, the dimensionality of the data is reduced by pre-processing.

H. Intermediate repository: This space is used by the detector engine to store and retrieve

intermediate data and incomplete signatures and patterns.
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3.3 Design Of Hybrid Automatic Intrusion Detection System 

The following are some of the major steps involved in the implementation of the 

proposed SDAC are:   

 Preprocess the training datasets   

 Select optimal features using the Modified sequential Floating Forward Selection (MFFS). 

 Modify the supervised Support Vector Machine (SVM) learning algorithm   

 Modify the unsupervised Ant Colony Clustering (ACC) algorithm   Generate 

a hybrid NIDS by combining SVM and ACC 

Most of the existing single and hybrid classifiers rarely meet the ever-growing, fast and 

hostile networks. Therefore, it is important to hybridize machine learning techniques are applied 

to build network intrusion detection system models to provide security to enterprise networks. 

The proposed methodology leverages the advantages of support vector machine and Ant Colony 

algorithm to generate an adaptable model which is capable of dynamically updating knowledge 

whenever new information is made available. This hybridized approach is known as the SVM 

based Dynamic Ant Clustering (SDAC). The classical SVM is modified to make it capable of 

learning new information online. The modified SVM is known as Online SVM (OSVM). The 

new information to be learnt is provided by the modified Dynamic Ant Colony Clustering 

(DAC) algorithm. These two algorithms work in tandem to generate a model to detect 

intrusions.  

A record in the dataset is attributed with several features. It is represented as a data point 

for SVM during the training phase for classification purpose. In case of ant colony clustering 

algorithm, the network connections are represented as objects. Clustering of objects by the ants 
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is based on the swarm similarity of the neighbour. During the training phase the traditional 

support vector machine is generated using complete training dataset which is a time consuming 

process that makes it unsuitable for online implementations. SVM offers higher accuracy even 

when irrelevant data points except support vectors are removed from the training dataset. The 

proposed Online SVM (OSVM) is iteratively trained with a randomly selected data points from 

the training dataset until the required level of detection accuracy is attained. Figure 3 represents 

the schematic view of the online SVM. It consists of classifier C which is trained by the selected 

dataset K. A selector S iteratively selects new data points from T which is the entire training 

dataset for the consecutive learning process.  

dataset 

Figure3: schematic view of online SVM 

The selection of data points from the training dataset is highly influenced by the 

operation of the modified ant colony clustering algorithm known as the Dynamic Ant Colony 

Clustering (DAC). This algorithm receives the support vectors as input from the OSVM in order 

to cluster the objects in the search space. The clustered objects are further given as input to the 

OSVM for the next iteration of the learning process. The detection process is a hybrid approach 

by combining OSVM and DAC.. The OSVM and DAC work in tandem to classify the audit 

data. The DAC further classifies the attack class to particular type of the attack. The 

classification of the audit record into either one of the five classes is the output.   

4. Results

A review of the best known IDS from literature has helped us identify the high priority issues

that are to be addressed. Proactive and accurate detection of intrusion in real time enterprise

computer network continues to be a big challenge for automatic IDS. The operation and uptime

of the network is affected when there is an improper operation of the IDS, when certain attacks

go undetected. Such security incidents results in heavy losses both to the enterprises and to the

nation at large. The performance of the IDS has not been effective due to ambiguity that prevails

in detecting anomalous network traffic. It is very difficult to predict the difference or to clearly

identify the difference between normal and anomalous network traffic. The most important
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show stoppers in the performance of automatic IDS are as follows: i Classification of the 

mistrustful packets   

Classification refers to the detection of intrusive network traffic. Network traffic is bursty and 

most times, the hostile packets are camouflaged with the benign packets.   

ii Ambiguity Management   

Due to a certain degree of vagueness that exists in the periphery between normal and anomalous 

network traffic, it is very difficult to classify the network packets in a reliable manner. 

Therefore, optimally classifying intrusions in a network flow continues to be a challenging task. 

iii Robustness of Inference Engine   

An inference engine is to be trained with precise and latest knowledge in order to handle and 

classify the audit data in a robust manner in high speed production networks.  

Intrusion Detection (ID) is a continuous process involved in detecting inapt, wrong or 

anomalous action attempted by intruders or legitimate users of the ICT facility. An Intrusion 

Detection System (IDS) is a software tool installed in a dedicated, special purpose hardware 

device used to monitor the network or system activity under vigil and subsequently to generate 

reports to a management station or console.  

Figure 4: Three essential steps of Intrusion Detection 

The major challenge of ID is its size and streaming nature of the audit data. This requires that 

the ID technique is computationally efficient in processing voluminous streaming data in online 

mode. This situation at time also leads to generation of considerable number false alarms. 

Machine learning techniques have proved their strength in key areas of applications like fraud 

detection, prediction of equipment failures pattern and image detection, email spam filtering 

and etc. With the availability of high-performance computers augmented with huge storage 

capacity, an ensemble of machine learning technique and swarm intelligence used to build a 

efficient hybrid IDS in this thesis. Though machine learning techniques have high performance 

testimonials, they need a heavy cognitive load. This issue can be resolved by adopting one of 

the dimensionality reduction algorithms to precisely reduce the vastness of the data used in the 

training process. It is believed that the generation of precise data set and fine tuning of the 

performance of the inference engine or the classification rules generated would help in meeting 

the challenges identified in ID.  
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5. Discussion and Conclusions

A review of the best known IDS from literature has helped us identify the high priority issues

that are to be addressed. Proactive and accurate detection of intrusion in real time enterprise

computer network continues to be a big challenge for automatic IDS. The operation and uptime

of the network is affected when there is an improper operation of the IDS, when certain attacks

go undetected. Such security incidents results in heavy losses both to the enterprises and to the

nation at large. The performance of the IDS has not been effective due to ambiguity that prevails

in detecting anomalous network traffic. It is very difficult to predict the difference or to clearly

identify the difference between normal and anomalous network traffic. The most important

show stoppers in the performance of automatic IDS are as follows: Classification of the

mistrustful packets

Classification refers to the detection of intrusive network traffic. Network traffic is bursty and

most times, the hostile packets are camouflaged with the benign packets.

Ambiguity Management

Due to a certain degree of vagueness that exists in the periphery between normal and anomalous

network traffic, it is very difficult to classify the network packets in a reliable manner.

Therefore, optimally classifying intrusions in a network flow continues to be a challenging task.

Robustness of Inference Engine

An inference engine is to be trained with precise and latest knowledge in order to handle and

classify the audit data in a robust manner in high speed production networks.

This section discusses the proposed wrapper-based approach namely the Modified Forward

Floating Selection (MFFS) and multiclass Support Vector Machine (SVM) to generate an

optimal set of features from the NSL KDD dataset for effective network intrusion detection.

The wrapper method outperforms the filter method. The proposed MFFS feature selection

method is a modified version of the renowned feature selection algorithm Sequential Forward

Feature Selection (SFFS), which is one among the best feature selection algorithms and

effective in certain problems. It has also given better results when compared to the other

sequential approaches. Multiclass SVM is a Machine Learning (ML) algorithm, which is known

for its effectiveness in classification. The efficiency of the chosen feature subset is evaluated

using decision tree classifiers such as C4.5 classification algorithm, Random Forest and Naive

Bayes Tree. The precision, detection rate and false positive rate was used to analyze the

prediction quality of the suggested approach. The Network Security Laboratory Knowledge

Discovery in Data Bases dataset used by the research community in the testing and training

phases of IDS models. It is evident from the results that the optimal feature set shows a

considerable improvement in the detecting accuracy and minimizing training and testing time.

The various steps of the proposed feature selection methodology are such as preprocessing,

normalization and feature selection.

5.1 Preprocessing of the dataset 

Pre-processing of dataset is an essential step in both feature selection and classification process. 

In the NIDS domain, pre-processing of the dataset converts the network traffic in to 

observations and each such observation corresponds to a feature vector, which is classified as 

normal or anomalous. Most classification algorithms are capable of handling only numeric 

values. Therefore, pre-processing the dataset to contain values that could be easily handled by 

the learners and classifiers is very important.   
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5.2 Feature normalization 

The Network security laboratory knowledge discovery databases dataset contains 41 features 

which includes 7 discrete and 34 continuous attributes with a wide assorted range of values. 

This is an extra pre-processing step, which involves data transformation known as 

normalization. The attributes with high range values influence the low range value during the 

classification stage of the IDS model. The 34 continuous attributes hold values ranging from 0 

to 6291668.   

5.3 Modified Forward Floating Selection (MFFS)   

A wrapper technique has been developed to choose the optimal features from the audit dataset. 

This a modular approach and it consists of three modules:   

1. A search Function (Exponential, Sequential, Randomized – Determines the subset of

features) 2. Evaluation Function (Objective – Maximize detection accuracy)

3. Predictor Function (A black box – any classification method)

The Figure 5 illustrates various processes involved in the proposed MFFS wrapper based feature

selection approach

Figure 5 Steps involved in the proposed MFFS 

Many attribute selection algorithms have been proposed in the literature survey by the research 

community. A search process is used to find the best feature selection in which f is an optimal 

set of features selected from large data set A, where C is a criterion function - detection rate is 

used to evaluate the selected sub set. The proposed feature selection algorithm, namely the 
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Modified Forward Floating Selection (MFFS) is an enhanced version of the flagship 

Sequential Forward Floating Search (SFFS) algorithm.  

6. Acknowledgements

Contributions of the research work are as follows:

 Novel and improved method known as MFFS for selection of optimal features from the audit 

dataset is implemented.   

 Hybridization of modified Ant Colony Clustering algorithm and Support Vector Machine 

namely SDAC is done to optimally detect intrusions in networks is implemented.  

 Hybridization of Enhanced Ant Colony Optimization algorithm and Fuzzy Logic namely 

FAS to detect intrusions in networks by adversaries is implemented.   

 Validation of MFFS, SDAC and FAS is done by conducting various experiments with NSL 

KDD and real time audit dataset.   

 To highlight, FAS proved to outperform other intrusion detection system with an increase in 

detection accuracy of 99.42% and a reduced false positive rate of 0.58%.  
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Abstract: As in all areas of production today, sustainable development guides the design field 

and gives direction to designers. The concept of design is evaluated not only for its aesthetic 

and technical aspects, but also for its sustainability. Leather, which is one of the indispensable 

raw materials of many industrial areas, is a sustainable material as it is organic, does not harm 

human health and long-lasting. However, various wastes can be generated at the end of leather 

items production processes which create a pollution load on the environment and ecosystem. 

For this reason, it is thought that the reuse of "waste materials" such as leather pieces from 

garment enterprises in different designs will both contribute to the solution of the pollution 

problem and be beneficial in the development of value-added products with material savings. 

In our study, small pieces of unused leather remaining from the garment production enterprises 

were cut in certain sizes and the surface was created by weaving with the classical Turkish knot 

technique (gördes knot) and rug technique on the carpet loom, and two products, women's shoes 

and handbag, were designed by using surfaces created with a sustainable approach. 

 

Keywords: Sustainability, Ecology, Leather wastes, Weaving, Design 
 

 

Sürdürülebilir Üretim Anlayışı: Deri Atıklarının Dokuma 

Yüzeylerinde Değerlendirilmesi 
 

 

Özet: Günümüzde sürdürülebilir kalkınma; üretimin her alanında olduğu gibi tasarım alanına 

da rehberlik etmekte ve tasarımcıya yön vermektedir. Tasarım kavramı yalnızca estetik ve 

teknik yönü ile değil, aynı zamanda sürdürülebilir olması açısından da değerlendirilmektedir. 

Birçok endüstriyel alanın vazgeçilmez hammaddelerinden biri olan deri, organik bir malzeme 

olması, insan sağlığına zarar vermemesi ve uzun ömürlü olması ile sürdürülebilir bir 

malzemedir. Ancak deri ürünleri üretim süreçleri sonunda ortaya çıkan çeşitli atıklar, çevreye 

ve ekosisteme kirlilik yükü oluşturmaktadır. Bu nedenle konfeksiyon işletmelerinden çıkan deri 

parçaları gibi “atık malzemelerin” farklı tasarımlarda yeniden kullanılmasının, hem kirlilik 

sorunun çözümüne katkı sağlayacağı, hem de malzeme tasarrufu ile katma değerli ürünlerin 

geliştirilmesinde de faydalı olacağı düşünülmektedir. Çalışmamızda konfeksiyon üretim 

atölyelerinden kalan kullanım dışı küçük deri parçaları belli ölçülerde kesilerek halı tezgâhında 

klasik Türk dügüm tekniği (gördes düğümü) ve kilim tekniğiyle dokunarak yüzey oluşturulmuş 
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ve sürdürülebilir bir yaklaşımla oluşturulan yüzeyler kullanılarak kadın ayakkabı ve el çantası 

olmak üzere iki adet ürün tasarlanmıştır.  

 

Anahtar Kelimeler: Sürdürülebilirlik, Ekoloji, Deri atıkları, Dokuma, Tasarım. 

 

1. Giriş 

 

Doğanın sınırlı kaynaklarına rağmen; sanayileşme, nüfus artışı, teknolojik gelişmeler, 

küreselleşme ve çeşitli üretim yaklaşımları sonucunda ortaya çıkan hızlı tüketim kültürü 

ekosistem üzerinde olumsuz etkilere neden olmaktadır. Bu gelişmelerin sonucunda tüm 

dünyanın ana gündem maddeleri arasında “sürdürülebilir yaklaşımlar” yer almaktadır. 

Sürdürülebilirlik, yaşam kalitesini düşürmeden tüketim toplumu olmaktan sıyrılarak, çevre, 

toplumsal sorumluluk ve ekonomik çözümler ile ilgili değişimleri desteklemektedir (Gürcüm 

ve Tanyer, 2021). 

 

Günümüz tüketicisinin sürdürülebilir farkındalığı gün geçtikçe artmakta; satın alacakları 

ürünün yalnızca tasarımını değil aynı zamanda var oluş hikayesini de öğrenmek istemektedirler. 

Bu nedenle üreticilerin, üretimin aşamasında ürünlerinin sürdürülebilirliği konusunda daha 

hassas olmaları gerekmektedir. Son zamanlarda doğal kaynaklar konusunda yapılan çalışmalar 

daha az su ve enerji tüketilerek üretilen çevre dostu ürünleri gündeme getirmiştir. 

 

Ancak deri sektörü, üretim prosesi gereği su ayak izi ve karbon ayak izi değerleri benzer 

sektörlere kıyasla yüksek olduğu belirtilmektedir (Düzgün, 2020). Ayrıca üretim esnasında 

kullanılan kimyasal maddeler, makine parkuru kullanımından kaynaklı enerji tüketimi ve 

lojistik unsurlar nedeni ile çevresel etkileri oldukça yüksektir. Son yıllarda deri üretiminde 

kullanılan kimyasalların çevreye verdiği zararın önüne geçilebilmek için ekolojik deri 

üretimine ağırlık verilmeye başlamıştır.  

 

Deri doğanın bize sunduğu en şık ve en kullanışlı materyallerinden biridir. Doğal bir biyo 

kumaş özelliğine sahip olup, deriden yapılan ürünler, çevresel etkilerden korurken (kar, 

yağmur, rüzgâr vs.) derinin gözenekleri hava geçirgenliği sağlar. Deri, yumuşak, esnek, 

dayanıklı ve kolay deforme olmayan, yüzeyindeki gözenekleri sayesinde hava ve su buharı 

geçirgenliği veya “nefes alma” özelliğine sahip, her türlü ürün tasarımına elverişli bir 

materyaldir. Kullanıldığı ürüne asalet, şıklık ve lüks bir görünüm verir. Gerçek deri doğal bir 

malzeme olduğu için doğada çözünür/bozunur ve bu açıdan da çevre dostudur. Derinin yapısal 

özellikleri onu tasarım açısından çekici hale getirmekte ve başta hazır giyim olmak üzere 

ayakkabı, çanta ve aksesuar, iç mekân dekorları, mobilya vb. alanlarda tercih edilmesine neden 

olmaktadır (Kaygusuz, 2020).  

 

Pek çok endüstri alanın vazgeçilmez hammaddelerinden biri olan derinin, organik bir malzeme 

olup, insan sağlığına zarar vermemesi ve kullanım ömrünün uzun olması onun sürdürülebilir 

olarak nitelendirilmesini sağlamaktadır. Ancak deri üretim süreçleri sonunda ortaya çıkan 

atıklar, ekosistem içinde güvenli bir şekilde depolanamayacağı için genellikle gömülmekte 

veya yakılmaktadır (Chen ve Chen, 2020). Böyle bir durum sadece deri malzeme israfı olmayıp, 

yaşanılan çevrenin kirlenmesine de neden olmaktadır. 

 

Yeşil üretim teknolojilerini teşvik eden geleneksel (Azalt, Yeniden Kullan ve Geri Dönüştür) 

3R (Reduce, Reuse and Recycle) konsepti, sürdürülebilir üretimin temelini oluşturan daha yeni 

6R (Reduce, Reuse, Recover, Redesign, Remanufacture, Recycle) konsepti (Azalt, Yeniden 

Kullan, Geri Kazan, Yeniden Tasarla, Yeniden Üret, Geri Dönüştür) tarafından aşılmıştır. Moda 
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üretiminde sürdürülebilirliği artırmak için geri dönüşüm kolayca uygulanabilir. Geri dönüşüm, 

diğer bir deyişle çöp olarak atılacak olan malzemelerin toplanıp işlenerek yeni ürünlere 

dönüştürülmesi sürecidir. Moda söz konusu olduğunda, depolanan kullanılmamış kumaşlar, 

deri ve diğer malzemeler, bu metodoloji ile yeni ürünler elde edilerek geri kazanılabilen 

atıklardır (Cimatti et al., 2017). 

 

Deri artıkları, yaratıcı tasarımlarla farklı ürünlerde süslemeler şeklinde veya temel ögeleri 

yapmak için kullanılabilir (Dhingra ve Muthusamy, 2017). Özellikle sürdürülebilir üretimin 

önem kazandığı son yıllarda, tasarımcılar ve firmalar çevreye duyarlı ürünlere yönelmişlerdir. 

Sürdürülebilir tasarım kavramının ortaya çıkmasından beri tasarımcılar, artık ürünleri tek bir 

estetik yönden değil, kaynak ve çevresel faktörleri de entegre ederek sürdürülebilir kalkınmaya 

rehberlik etme perspektifinden ürün sürdürülebilirliğine odaklanmaktadırlar. Böylece, çok fazla 

kirliliğin olduğu günümüzde, mevcut “atık materyalin” yeniden tasarlanıp tekrar 

kullanılmasının sadece kirlilik sorununu çözmekte kalmayıp, aynı zamanda pratik ve 

uygulanabilir bir yol olan malzeme tasarrufu amacına da ulaşılabileceği düşünülmektedir (Chen 

ve Chen, 2020).  

 

Dünya genelinde sürdürülebilirlik pek çok tasarımcı markaya ilham kaynağı olmuş ve sosyal 

sorumluluk bilinci ile çalışmalarına yön vermişlerdir. Örneğin, 2017 yılında lüks marka 

Burberry, deri parçalarını çanta ve diğer aksesuarlara dönüştürmek için lüks marka Elvis & 

Kresse ile ortaklık kurmuştur. Aynısı lüks marka Hermes ve diğer şirketler de gerçekleştirmişler 

(Anonim, 2020). Bunun yanı sıra, Yeni Zelanda’da bulunan ‘Eco-Demo’ Deri Yüzey Üretim 

Fabrikası, geri dönüşümlü deri sınıfında, kullanılan deri kemerlerden kapılar, yatak başlıkları 

ve benzeri mobilyalar tasarlamaktadır. Ünlü ayakkabı tasarımcısı Andrea Verdura ayakkabı 

üretiminden kalan derileri geri dönüştürülmüş materyaller tasarımlarında buluşturarak çevreci, 

dayanıklı ve şık ayakkabılar tasarımlamaktadır. İngiliz ayakkabı şirketi “Terra Plana”, çevresel 

açıdan sürdürülebilir geri dönüşüm malzemeler ve bitkisel tabaklanmış atık derilerden 

tasarlanmış ilginç ayakkabıları ile çevre dostu konseptine kendi benzersiz damgasını 

vurmaktadır (Gürler et al., 2017). 

 

Bu çalışmada, deri konfeksiyon atölyelerinde kesimden kalan kullanım dışı küçük parçalar halı 

tezgâhında karışık teknikle dokunarak dokuma yüzeyi oluşturulmuş ve sürdürülebilir ürün 

odaklı yaklaşımla bu yüzeyleri kullanarak etnik tarzda ürün tasarımları yapılmıştır. 

 

2. Malzeme ve Yöntem 

 

Atık finisajlı ve süet deri parçalar deri konfeksiyon atölyelerinden temin edilmiştir. Daha sonra 

bu atık parçalar renklerine ve cinslerine göre ayrılmıştır. Halı tezgâhında deriyle bütünlük 

sağlaması amacı ile çözgü ipi olarak mumlu ip kullanılmıştır. Önceden belirlenen tasarıma göre 

halı ve kilim olmak üzere iki farklı teknik kullanılarak doku yüzeyi oluşturulmuştur. 

Kullanılacak renk ve cinslerine göre ayıklanmış deri parçaları belli bir en ve boy ölçüsünde 

ayarlanarak klasik halı tezgâhında dokuma yüzeyi Türk düğüm (Gördes düğümü) tekniği ile 

dokunmuştur. Çalışmada kullanılan malzemeler (mumlu ip ile atık deri parçaları) ve dokuma 

tezgâhı görselleri Şekil 1’de yer almaktadır. 
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Şekil 1. Kullanılan malzemeler ve dokuma tezgâhı (URL 1-3) 

 

3. Deneysel Sonuçlar ve Tartışma 

 

Dokuma 

Çözgü: Halı tezgâhının alt ve üst leventlerinin arasına halı boyunca yatay olarak zemine dik ve 

birbirlerine paralel olarak çaprazlama belli bir sistemde geçirilen iplerdir (Şekil 2’de bordo iplik 

ile gösterilmektedir). 

Atkı: İlme sıralarının arasına ve dokunacak halının enine paralel olarak elle geçirilen farklı 

türde ipliklerdir (Şekil 2’de mavi iplik ile gösterilmektedir). 

Türk Düğümü (Gördes Düğümü): Gördes düğümünde ilme iki çözgü telinin etrafından 

dolanarak çözgü tellerinin arasından çıkarılma yöntemi ile bağlanır ve kesilir (Şekil 2). Tarihte 

bilinen ilk düğümlü halı olan ‘Pazırık Halısı’ bu teknik ile dokunmuştur.  

 

     

 
Şekil 2. Çözgü, atkı ve düğüm görselleri (URL 4, 5) 

 

Halı dokuma tekniği 

Dokuma için öncelikle mumlu ipler alt ve üst leventlerden geçirilerek çözgü oluşturulmuştur. 

Çözgü iplerinin üzerine tasarlanan desen çizilmiş ve hangi teknikle hangi bölgeler dokunacak 

tespit edilmiştir.  Başlangıç dokuması olarak çözgüde mumlu ip kullanılmış ve atkı atılmıştır. 

Bu işlem beş sıra tekrar edilmiştir. Belli bir ölçüde hazırlanan ve renklerine göre ayrılan deri ve 

süet parçaları Türk düğümü (Gördes düğüm) tekniği ile dokunarak havlı olan halı yüzey 

dokuması oluşturulmuştur. Havlı dokumanın her sıra sonunda bir sıra mumlu ip ile atkı 

atılmıştır. Böylece dokuma yüzeyinin daha sıkı ve dik kalması sağlanmıştır. 
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Kilim dokuma tekniği 

Kilim, yere yayılan havsız yaygıların tümüne verilen isimdir. Çözgü ve atkı ile dokunan iki 

iplikli dokumadır (Soysaldı, 1999). Bu çalışmada tasarlanan desenin kilim kısımlarında belli 

uzunlukta kesilen deri parçaları atkı olarak kullanılmıştır. Dokuma yüzeyi bezayağı tekniği ile 

atkının bir alttan bir üsten geçirilmesi ile oluşturulmuştur (Şekil 3). 

 

 
Şekil 3. Bezayağı tekniğinin uygulama görseli (URL-6) 

 

Klasik Türk düğüm tekniği kullanarak atık deri parçaları ile dokunulan yüzey aşağıda verilen 

görselde sunulmaktadır (Şekil 4). Görselden de görüldüğü gibi, deri şeritleri dokumaya 

özgünlük katmış ve dokuma iplikleri ile renk uyumu sergilemiştir. Ayrıca deri parçalarının 

dokumada havlı bir şekilde kullanılması dokuma yüzeyine dolgunluk ve zengin bir görüntü 

sağlamıştır. 

 

 
Şekil 4. Atık deri ile yapılan dokuma yüzeyinin halı tezgâhındaki görüntüsü 

 

Atık deri parçaları ile elde edilen dokuma yüzeyinden 37 numara kadın topuklu ayakkabısı 

tasarlanmıştır (Şekil 5). Dijital ortamda tasarlanan ayakkabının prototipi yapılmıştır. Tasarlanan 

ayakkabı örneğinde, ayakkabının burun/uç kısmında dokuma yüzeyi kullanılmış, ayakkabının 

üst kısmı süet deriden tokalı kemer kombini ile tamamlanmıştır. Süet derinin rengi, dokuma 

yüzeyinde kullanılan deri renkleri ile uyum göstermesine dikkat edilerek kiremit renginde 

seçilmiştir. Topuk yüksekliği 9 cm olarak ayarlanmıştır. 
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Şekil 5. Dokuma yüzeyinden tasarlanan ayakkabı örneği 

 

Atık deri parçaları ile elde edilen dokuma yüzeyinden diğer bir ürün olarak tasarlanan ayakkabı 

ile uyumlu kadın el çantası tasarlanmıştır (Şekil 6). Çanta 20 cm yüksekliğinde olup, genişliği 

40 ve eni 15 cm’dir. Çantanın gövdesi atık derilerle karışık teknik kullanarak dokunmuş yüzeyi 

temel alarak tasarlanmıştır. Çanta sapları kilim tekniği ile dokunulmuş yüzeyden 

oluşturulmuştur. Etnik bir tarzın hâkim olduğu çantanın dijital ortamda prototipi hazırlanmıştır. 

Her kadının rahatça kullanılabileceği tasarımda seçilen toprak tonlarının sonbahar kış 

mevsimine uyumlu olacağı düşünülmektedir. Tasarlanan çanta aslında kot (jean), kadife veya 

başka kombinler ile her mevsimde kullanıma uygundur. 

 

 
Şekil 6. Dokuma yüzeyinden tasarlanan çanta örneği 

 

Atık deri parçaları kullanarak oluşturulan dokuma yüzeyler ile tasarlanan aksesuarların renk ve 

yapı açısından benzersiz ve ayrıcalıklı ürünler olduğu, bunları kullanacak her kadının şık ve 

özgün görünmelerine katkı sağlayacaktır. Araştırmanın sonuçlarına göre, yapılan tasarımların 

deri katı atıkların değerlendirilmesi açısından çevre dostu/ekolojik ürünler olmanın yanı sıra 

tarzı ile farklı bir cazibeye sahip oluğu, modaya katkı sağlayacağı öngörülmektedir. Ayrıca bu 

yöntemle yapılan ürünlerde geleneksel dokuma yöntemi geliştirilerek moda akımına etnik bir 

bakış açısı getireceği şüphesizdir. Geleneksel halı ve kilim tekniği kullanılarak sürdürülebilir 

bir yaklaşımla oluşturulan yüzeyde; atık deriler değerlendirilirken dokuma sanatına da farklı 

bir bakış açısı sağlanmıştır. Üstelik oluşturulan dokuma yüzeylerin, ev dekorasyonunda 

kullanılacak yastık, ranır (runner), farklı amaçlı dekoratif örtüler, lambader, paravan vb. 

ürünlerin yapımı için de uygulanabilir. Bu yöntemle tasarlanan ürünlerin özgün ve benzersiz 

olması nedeniyle tüketiciler için daha çekici olabileceği kanaatindeyiz. 

 

4. Sonuçlar ve Öneriler 

 

Değişen iklim ve çevre koşullarının yanı sıra deri üretiminde kullanılan su ve kimyasallar da 

çevreye ciddi şekilde zarar vermektedir. Git gide artan dünya nüfusu ile birlikte tüketim hızı da 

artmakta ve bu durum ekolojik dengeyi olumsuz etkilemektedir. Çevreye verilen zararları 
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önlemek ve gelecek nesillere daha yaşanılır bir dünya bırakmak, ancak üretim ve tüketim 

alanında sürdürülebilir bir yaklaşımla mümkündür. Bu bilinç son yıllarda birçok sektörde 

olduğu gibi deri sektöründe de önem kazanmış ve firmalar tasarımlarında bu konuyu dikkate 

almaya başlamışlardır. Bu çalışmada deri konfeksiyon atölyelerinden kalan kullanım dışı küçük 

deri parçalarından halı tezgâhında klasik halı ve kilim tekniğiyle dokuma yüzeyi oluşturulmuş 

ve sürdürülebilir bir yaklaşımla oluşturulan yüzeyler kullanılarak kadın ayakkabı ve el çantası 

olmak üzere iki adet ürün tasarlanmış ev dekorasyon alanında gerekli teknik yapı oluşturularak 

hazırlanan prototip tasarımlarda paravan, lambader vs. gibi uygulanabilirliği görülmüştür. 

Sürdürülebilir yaklaşımla atık deriler kullanılarak tasarlanan bu ürünlerle toplumun bu konuda 

bilincinin ve farkındalığının artırmasına katkı sağlamaya çalışılmıştır. Atık parçaların 

değerlendirilmesi uzun vadede sadece çevre açısından değil, doğal kaynakların kullanımı 

açısından da yarar sağlayacak, atık parçalardan üretilen katma değeri yüksek yeni ürünler ülke 

ekonomisine de katkı sağlayacaktır. Günümüzde atıklar toplumların üzerinde ekonomik ve 

sosyal açıdan yük oluşturmaktadır. Her ne kadar tekstil, deri, gıda vs. atıkları teknolojik olarak 

çözümlenmeye çalışılsa da sorun büyüklüğü karşısında yetersiz kalmaktadır. Benzer bir çalışma 

atık kot (jean) parçaları ile de düşünülmüş ve ön denemeleri oluşturulmaktadır. Her geçen gün 

biraz daha kirletilen dünyamızda sürdürülebilirlik gelecek nesillerin devamlılığı için 

kaçınılmazdır. 
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Abstract: This paper gives an approach to the probabilistic approach to the corrosion 

percentage estimation model for transversal bulkhead plating, as a structural part of fuel oil 

tanks located in the double bottom of ageing bulk carriers. By using the huge thickness 

measurements data from regular Special Survey after 10, 15, 20 and 25 years of explanation, in 

this paper we analyse data of the percentage of diminution of as build thickness for transfers 

bulkhead plating’s of fuel oil tanks on 25 ageing bulk carriers. The related best fitted linear two-

parameter distribution model for the corrosion wastage is obtained as a function of the ship’s 

age assuming that the coating life can be 15 years. Considering 25 ageing vessels, 71 fuel oil 

tanks hull structure thickness collected during 38 special ships surveys, a total of 660 measuring 

data expressed in percentage of steal diminution well considered. In developing a linear 

probabilistic model, two-parameter distributions were considered for two separate water-tight 

areas. In that way, the cumulative density function for the corrosion percentage involved in the 

mentioned linear model is considered here as a continuous random variable. The obtained 

statistical, numerical and graphical results show that the normal and logistic distribution would 

be appropriate for the probabilistic corrosion percentage estimation model for considered 

watertight bulkhead thickness plating of bulk carrier’s fuel oil tanks. 

Keywords: bulk carrier; fuel oil tanks; transverse bulkhead plates; corrosion; probabilistic 

corrosion rate estimation model; 

1. Introduction

Even collision, grounding, and fire can cause catastrophic damage and total loss of vessels, in 

many published articles, authors identify corrosion, fatigue cracking and local dent as the most 

influenced mechanisms of age-related deterioration (Paik et al. 2006).  

There is a lot of different definition of corrosion, but corrosion can be defined as the destructive 

attack on material by a reaction with its environment (Popolola et al. 2013; Melchers et al. 2004, 

2005, and 2008). As a result of the corrosion process in different environments, the basic 

materials lose weight or thickness as well as mechanical properties of the structure (strength, 

ductility and impact strength) and change the chemical composition of the metal. The impact 

of corrosion depends on the industry, and the World Corrosion Organization (WCO) estimates 

that the annual cost of corrosion worldwide is around $US2.4 trillion (3% of the world's GDP) 

(Valasqueyz et al. 2014). 

Considering up-to-date research, a lot of shipwrecks resulted in more than 2000 human 

casualties (Roberts and Marlow 2002; IMO 2007) and 47% of incidents involved ships 

aged over 25 years (INTERCARGO 2010).  
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2 University of Donja Gorica, Faculty of Applied Sciences, Mathematical Department, Podgorica, Montenegro
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The ageing of vessels, environmental influences and regular ship operations are the dominant 

influence on ship exploitation. The corrosive damage of steel hull structures is influenced by 

numerous factors such as marine environment (submerged, atmospheric or closed), chemical 

characteristics of seawater, cargo, and air, as well as various operational factors (e.g., transport 

routes, maintenance systems, surface protection systems, the frequency of cleaning, sludge 

collection, water content, use of heaters and inert gas system in tankers, etc.). Different types 

of vessels, maintenance and operations together with the above-mentioned factors, can lead to 

the different forms of corrosion as they are uniform, intergranular, galvanic, crevice, pitting, 

hydrogen damage, stress-corrosion, corrosion fatigue, hydrogen-induced cracking, cavitation, 

erosion and fretting corrosion, (Chaturvedi 2009).  

In previous research, a lot of authors were motivated to investigate corrosion degradation of 

some structural members such as transversal bulkhead of bulk carriers (Yamamoto et al. 1998) 

or deck plating of tankers (Guo et al. 2008; Garbatov et al. 2005; Jurišič et al. 2017), cargo 

holds and ballast tanks (Paik et al. 2004; Yamamoto et al. 1998; Norhazilan et al. 2007), or all 

structural members (Paik et al. 1998, 2003 and 2004).  

Fuel tanks that store heavy fuel can be located in different internal ship’s hull spaces. Topside, 

double bottom or deep tanks are often heated to the temperature of 60-70 0C. The heating affects 

the surface of tanks and steel plates of adjacent areas as they are water ballast tanks, cargo 

space, dry space, etc. Researching corrosion of fuel oil tanks of ageing bulk carriers, the authors 

of this article investigated inner bottom plating and longitudinal girder of fuel oil tanks 

(Ivošević et al. 2017, 2019, and 2020). 

This paper is organized as follows. Section 2 considers the related database and probabilistic 

corrosion rate estimation model related to the ship hull structure. The third section gives results 

and four give concluding remarks. 

2. Materials and Methodology

The purpose of this research work is to examine the behaviour corrosion process on different 

structural plates of fuel oil tanks of ageing bulk carriers. A large database has been provided by 

the Thickness measurement Reports which were collected through numerous standardized and 

very detailed measurements performed during the regular Special Survey, which was done after 

every 5 years of exploitation. In that sense, only bulk carriers’ fuel tanks' structural plating time-

dependent deteriorations caused by the general corrosion have been analysed.  

The research in this paper is a continuation of previous research on fuel oil tanks which is 

dealing with inner bottom plating and longitudinal watertight girders (Bauk et al. 2011; Ivošević 

et al. 2017, 2019, and 2020). The transverse bulkheads of fuel oil tanks affected by general 

corrosion were the subject of this paper. Cracks, damages and other types of deformation which 

are not deal with the corrosion process are not considered in this research. 

The corrosion process on the marine structure is an electrochemical process between the steel 

structure and the surrounding environment. The environment of fuel oil tanks from the outside 

should be seawater, cargo, ballast tanks or any other open or close space conditions, while from 

the inside is fuel oil. Due to the intensive corrosion process loss of thickness can be expressed 

in mm diminution or percentage of loss of as build thickness can be considered (Ivošević et al. 

2017, 2019, and 2020). In this article percentage of diminution of original as build thickness is 

well considered. 

2.1. Input data set brief description 

In this article, only fuel tanks placed in double bottom areas were considered. Usually, 

depending on the length and projected design, these oil tanks are spatially positioned along the 
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main axis of the bulk carrier, but they can be placed perpendicularly from side to side of a 

vessel. A total of 25 ageing bulk carriers ranging from 5 to 25 years of age and corresponding 

fuel oil tanks were investigated. All bulk carriers were measured between 2005 and 2017, 

during the regular special surveys which were done after 5, 10, 15, 20 or 25 years of the 

exploitation life cycle. Some of the bulk carriers were monitored two or three times during the 

time of monitoring and a total of 38 different special surveys and 71 different fuel oil tanks 

were collected. 

As a continuation of previous research into the ten structural areas of fuel tanks in this article 

were analysed only forward transversal bullheads were noted as areas A9 and A10 (Figure 1). 

As the fuel tanks are arranged in a row, each fuel tank has after and forward watertight bulkhead 

plates. As the bulkheads of adjacent fuel tanks are exposed to fuel on both sides, only the 

bulkheads separating the fuel and ballast tanks were considered. Since the areas of the partitions 

in the double-ducts are exposed to different influences from the upper and lower sides of the 

tank, these are the two areas taken into consideration. These are the upper and lower areas of 

the transverse bulkheads. 

 

Legend: 

A1 – Bottom plate 

A2 – Inner bottom plate 

A3 – Inside girder (watertight), lower 

A4 – Inside girder (watertight), upper 

A5 – Side (watertight) girder, lower 

A6 – Side (watertight) girder, upper 

A7 – Floor after (watertight), lower 

A8 – Floor after (watertight), upper 

A9 – Floor fore (watertight), lower 

A10 – Floor fore (watertight), upper 

Figure 1.  Basic structural scheme of considered fuel tank areas (A1 - A10) (Ivošević et al. 

2017) 

 

This paper gives an approach to the probabilistic corrosion rate estimation model for transversal 

bulkheads expressed in percentage (%) of diminution of as build thickness of bulkhead plate.  

Due to the gauging process can be considered that diminution of less than 2,5 % or 0,3 mm of 

original thickness can be a variation in gauging, only gauging which diminution of more than 

2,5% was considered in this research. In that case, a total of 660 gauging were analysed, 342 

measurements in the lower part and 314 measurements on the upper parts of bulkheads as it is 

presented in Table 1.  

As all structural parts were protected by paint during the building process, protecting paint 

exists depending on a lot of different factors such as is quality of paint, use of sacrifice anodes, 

maintenance of tanks, frequency of ballast operations, etc. Regarding collected measuring data, 

and assuming that corrosion start when diminution of gauging is above 2,5% in this article we 

assume that the corrosion process starts after 15 years of exploitation.  

Table 1 Averages of plate thickness due to corrosion, 𝑑(𝑡) (depth of corrosion in the 

percentage of diminution), for Lower and Upper parts of transversal bulkheads 

A9 – The lower part of bulkheads 

Years 5 10 15 20 25 

% of diminution 0.5 0.5 1.2 4.9 12.5 

No. of measurements 22 40 52 100 128 
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A10 – The upper part of bulkheads 

Years 5 10 15 20 25 

% of diminution 0.3 0.8 1.1 5.2 15.4 

No. of measurements 22 32 44 96 120 

 

As can be seen from Figure 1, all tanks have two different transversal bulkheads, after and 

forward. After bulkheads are usually in the engine room located but the forward bulkhead is 

directed to ballast tanks or following fuel tanks. Only forward fuel tanks have a transversal 

bulkhead which is connected with a ballast tank. In that case, in this paper, we analyse only 

forward transversal bulkhead plates. Considering historical data, it can be concluded that this 

area was under the different influence of the environment.  

High bulkheads vary from vessel to vessel. Sometimes, these tanks are inside ballast tanks and 

sometimes are wide to the shell of the vessel (Ivošević et al. 2017). Bulkhead plate is from the 

back side directed to fuel oil tanks and from the front side to condition in water ballast tanks. 

The upper part of the bulkhead connected to the inner bottom plating is directed to Cargo Hold 

and different types of cargo, cargo operation and exchangeable environment conditions are in 

Cargo Hold. The lower part is connected to bottom plating and the influence of seawater. 

Considering the above, the upper part is under more stress operations and different 

environmental conditions. Also, the water ballast tanks, usually not full with water, in the upper 

part can be considered a more wet and dry cycle depending on the lower part of the bulkheads. 

From state previously, thickness measurement data may vary and they show a different 

distribution in the upper and lower part of bulkheads while we separately analyse in this paper 

the upper and lower part of bulkheads.  

 

2.2. Methodology 

 

In the scientific literature dealing with the study of metal corrosion processes, the destructive 

processes are usually modelled analytically or in the form of probabilistic models (Qin and Cui 

2003). In contrast to the usual approach in which the corrosion depth 𝑑(𝑡) (at time 𝑡) is observed 

as a function of the exploitation time of the metal product (Qin and Cui 2003; Paik and 

Thayamballi 2002) and is usually modelled by the expression 

𝑑(𝑡) = 𝑐1(𝑡 − 𝑇𝑐𝑙)
𝑐2.         (1) 

In formula (1), 𝑑(𝑡) is the corrosive wear, 𝑡 is the elapsed metal exploitation time, and 𝑇𝑐𝑙 is 

the duration of the protective, anti-corrosive layer. Parameters 𝑐1 and 𝑐2 are usually the subject 

of research and are determined in the process of modelling corrosive processes. There are some 

common values for the parameter 𝑐2 that have been proposed in the scientific literature (Qin 

and Cui 2003; Paik et al. 1998), however, the actual value that adequately describes the 

empirical data may vary from these proposed values (Ivošević et al. 2019a). 

Following the suggestions from the leading scientific literature (Paik and Thayamballi 2002) in 

this article, the assumption is that the parameter 𝑐2 = 1. However, the model represented by 

expression (1) is modified so that instead of corrosion rate (parameter 𝑐1), the corrosion process 

is viewed as a percentage of wear concerning the original thickness of the metal plate, which 

was measured before the start of metal exploitation. Also, in this work, the corrosive process is 

viewed as a stochastic variable, which describes the corrosive process more realistically, 

because it is known that corrosion is influenced by a large number of external factors that have 

uncertainty characteristics. 

Assuming that 𝑐2 = 1 and that the average initial thickness of the metal plate for the observed 

ship structure is 𝑑0, model (1) is transformed into a new model by simple division by 𝑑0 as 

follows: 
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𝑝(𝑡) =
𝑑(𝑡)

𝑑0
=

𝑐1

𝑑0
(𝑡 − 𝑇𝑐𝑙) = 𝑝0(𝑡 − 𝑇𝑐𝑙) (with 𝑡 > 𝑇𝑐𝑙)    (2) 

where 𝑝0 represents the annual corrosion percentage. Given that the corrosion processes in the 

two observed ship structures develop rather slowly, in further statistical analyses it is assumed 

that 𝑇𝑐𝑙 = 15 years. 

By modelling the corrosive process in the manner shown in formula (2), it is possible to view 

the values of 𝑝(𝑡) as a continuous random variable. As a result, it is possible to apply the 

statistical procedure of fitting continuous distributions to the empirical data obtained in this 

way. In other words, it is possible to characterize the percentage of corrosive wear through 

adequate probability density functions (PDF) and cumulative density functions (CDF). The 

quality of fitted continuous distributions was checked using the Kolmogorov-Smirnov test, by 

taking the standard value of the alpha parameter and calculating the value of the test statistic. 

Details are shown in the next section. 

 

3. Results 

 

This section describes a statistical approach to approximate the cumulative distribution function 

of the percentage of annual corrosion 𝑝0 defined in the previous section which is further 

considered as a continuous random variable. 

From the empirical database, at the beginning of statistical analyses, all percentage values that 

are less than 2.5% were eliminated, which is equivalent to the elimination of corrosive wear of 

less than 0.3mm. In this way, only data for percentages related to measurements after 15 years 

of ship exploitation remained in the new database. This fact supported the assumption that it is 

sufficient to set 𝑇𝑐𝑙 to a value of 15 years. 

In this paper, the analyses are limited to standard two-parameter distributions only. More 

precisely, to describe the annual percentage wear of the lower and upper part of bulkheads, 

some standard two-parameter distributions such as Erlang, Normal, Logistic, Weibull, etc., 

were considered. 

 

 

Figure 2. The empirical PDF and the PDF of the best fitted Normal distribution for the lower 

part of bulkheads 
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To check the quality of the fitted theoretical distribution, the Kolmogorov-Smirnov test was 

used, in which the value of 0.01 was taken as the α parameter. The null hypothesis was that the 

empirical data follow the observed two-parameter continuous distribution, while the alternative 

hypothesis supported the position that the empirical data do not follow the theoretical 

distribution. 

In the case of the lower part of the bulkhead structure, the best results are obtained by the 

Normal distribution with parameters 𝜇 = 2.227 and 𝜎 = 1.615. Figure 2 shows a graphical 

representation of the histogram of empirical data and the PDF for the fitted Normal distribution, 

while Figure 3 shows the corresponding empirical and theoretical CDFs. 

 

 

Figure 3. The empirical CDF and the CDF of the best fitted Normal distribution for the lower 

part of bulkheads 

After applying the Kolmogorov-Smirnov test, the values of the test statistic 𝐷 = 0.151 and 𝑝 −
𝑣𝑎𝑙𝑢𝑒 = 0.016 (𝑃(𝑥 ≤ 0.151)  =  0.984) were obtained. As the computed p-value is greater 

than the significance level 𝛼 = 0.01, one cannot reject the null hypothesis H0, i.e., the sample 

follows a Normal distribution. It means that the chance of type I error, rejecting a correct H0, 

is too high: 0.016 (i.e., 1.6%). 

The Logistic distribution best describes the empirical data related to the upper part of the 

bulkhead. The values for location parameter 𝜇 = 2.272 and scale parameter 𝑠 = 0.973 were 

obtained as the best parameters for Logistic distribution. Figure 4 shows a set of empirical data 

related to the upper part of the bulkhead in the form of a histogram. Figure 4 additionally shows 

the PDF of the previously characterized Logistic distribution, while Figure 5 shows the graph 

of empirical and Logistic CDF. 
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Figure 4. The empirical PDF and the PDF of the best fitted Logistic distribution for the upper 

part of bulkheads 

 

Figure 5. The empirical CDF and the CDF of the best fitted Logistic distribution for the upper 

part of bulkheads 

The Kolmogorov-Smirnov test showed that the null hypothesis cannot be rejected. In other 

words, the difference between the data sample and the Logistic distribution is not big enough 

to be statistically significant, because the calculated values are the test statistics 𝐷 = 0.135 and 

𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 0.034. The test statistic D equals 0.135, which is in the 99% region of 

acceptance: [-∞, 0.340]. 
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Based on the conducted statistical analysis and the basis of the results of the Kolmogorov-

Smirnov test, it is possible to observe the percentage of corrosive wear as a continuous random 

variable, which in the case of the lower part of the bullhead is best described by the Normal 

distribution, while in the case of the upper part of the bullhead, the Logistic distribution shows 

the best results. 

 

4. Discussion and Conclusions 

 

Based on the observed empirical data and with the proposed statistical data analysis 

methodology, the following can be concluded: 

- corrosion of the upper segments is somewhat more intense compared to the lower areas 

of the bulkheads, 

- for both ship structures, two-parameter theoretical distributions are obtained that 

adequately describe the corrosion process with statistically significant results, under the 

assumption that 𝛼 = 0.01 and that the Kolmogorov-Smirnov test is applied. 

- for the lower part, the best characteristics are shown by the Normal distribution, and for 

the upper area, the best is the Logistic distribution. 

As can be seen in Figures 2-5, the theoretical distributions do not perfectly fit the empirical 

data. The images show occasional "wavy" deviations of empirical data set from the theoretical 

distributions. As a result, for example, increasing the α value in the Kolmogorov-Smirnov test 

would lead to the rejection of the null hypothesis. In addition, the observed effect size D is large 

(0.151 and 0.135). This indicates that the magnitudes of the difference between the sample 

distribution and the Normal distribution and Logistic distribution are large. 

To obtain better fits of theoretical distributions compared to empirical data of observed ship 

structures, further studies should be directed towards a larger empirical database, elimination 

of potential outliers, consideration of multi-parameter continuous distributions, and application 

of more complicated corrosion models.  
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Abstract: Internet, which emerged towards the end of the twentieth century, caused changes in 

many areas. It also affected the field of trade and brought great innovations. With the 

development of the e-commerce system, businesses are not limited to their local regions and 

have the opportunity to address the global market. As in physical business channels, customer 

satisfaction is very important in e-commerce. Businesses need to keep customer satisfaction at 

the maximum level in e-commerce. This study examines current e-commerce business models 

and customer satisfaction research. The factors that affect the success and efficiency of e-

commerce business model are evaluated, and their importance weights are determined. 

Decision Making Trial and Evaluation Laboratory (DEMATEL) method is employed for the 

evaluation.    

Keywords: DEMATEL, e-commerce business model, multiple criteria decision making. 

1. Introduction

The main reason for the increase in the use of e-commerce can be exemplified by the Internet, 

but it cannot be said that e-commerce is so popular only because of the increase on the Internet. 

Being in the e-commerce system has many advantages for businesses. It is a system that can 

provide 24/7 service as it is not based on human power. In this way, companies can always 

serve their customers. Since there is no need to operate a real store during online sales, 

businesses have the flexibility to sell without having to pay fees such as office space fees and 

staff costs. With the development of the e-commerce system, businesses are not limited to their 

local regions and have opportunity to address the global market. Moreover, due to the online 

trading system, inventory tracking has become easier and more traceable supply chain networks 

have been formed. The e-commerce system also offers many advantages for customers. Online 

shopping eliminates the need for customers to spend time shopping. Thanks to online shopping, 

prices have become clear and comparable. E-commerce is completely independent of time and 

place. In this way, he was not affected by the pandemic process induced by the corona virus, 

on the contrary, he became stronger. Also, there are many e-commerce benefits similar to these 

benefits. 

Although the online shopping system seems to pose a threat to physical merchandising, physical 

sales channels from online shopping are not expected to completely disappear. Contrary to this 

idea, with a good e-commerce service, brands can offer customers a unique customer 

experience and gain customer loyalty. The customer loyalty thus created will also contribute 

positively to purchases in physical stores. It is a necessity for businesses to exist in the e-

commerce system, which has such advantages and has many users. Failure to be included in the 
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online system can be considered strong enough to spell the end of a business, given the ever-

increasing competitive environment. 

Many companies are involved in this advantageous e-commerce system. Thousands of 

companies have recently been and continue to be involved in this beneficial ecosystem. This 

has led to an increasingly competitive environment in online commerce. With the competitive 

environment, many e-commerce models have been formed to improve the system. These 

models differ by product variety, opportunity structure, price structure, or operational structure. 

Businesses should enter the e-commerce market with good market research for their products 

and the most appropriate e-commerce business model for their product or service. In this study, 

the evaluation of e-commerce business model success factors in terms of customer satisfaction 

will be discussed. The factors that affect the success and efficiency of e-commerce business 

model are evaluated, and their importance weights are determined. Decision Making Trial and 

Evaluation Laboratory (DEMATEL) method is employed for the evaluation. The rest of the 

study is organized as follows. DEMATEL method is explained in Section 2. Case study is 

illustrated in Section 3, and finally, conclusions are provided in the last section. 

2. DEMATEL Method

The DEMATEL methodology developed by the Science and Human Affairs Program of the 

Battelle Memorial Institute of Geneva between 1972 and 1976 (Fontela and Gobus, 1976; 

Tzeng et al., 2010). Based on the graph theory, the DEMATEL method can divide multiple 

factors into a cause-effect group, and it enables the decision maker to visualize influences 

between criteria with a network relationship map (Yang and Tzeng, 2011). 

The method begins by generating the initial direct influence matrix A. The elements aij of the 

matrix A represent the direct influence of each factor i exerts on each factor j, evaluated by a 

decision maker. The matrix A is normalized by using (1) and it is named as the matrix D (Hsu 

et al., 2012). 

D=s.A, (1) 

where 

1 1

1 1

1 1
min ,

max max
n n

i n ij i n ij

j i

s

a a   

= =

 
 
 =
 
 
 

 

(2) 

The total relation matrix T is defined as  ( ) 1−
−= DIDT       where I is the identity matrix. 

Define r and c be n x 1 and 1 x n vectors representing the sum of rows and sum of columns of 

the total relation matrix T, respectively. Suppose ri be the sum of ith row in matrix T, then ri 

shows both direct and indirect effects given by factor i to the other factors. If cj denotes the sum 

of jth column in matrix T, then cj shows both direct and indirect effects by factor j from the other 

factors (Yang and Tzeng, 2011).  

When solving a decision making problem, the use of DEMATEL method enables also the 

decision maker to obtain the importance weights of the criteria, in addition to its ability to 

visualize the interactions between them. 

The degree of importance for a factor i is considered as equals to the sum (ri + cj) when j= i. A 
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network relationship map which explains the structural relations among factors can be obtained 

by setting up a threshold value which is determined by the decision makers. Additionally, the 

difference (ri - cj) represents the net effect that factor i contributes to the system. A factor i is a 

net causer if (ri - cj) is positive, and when (ri - cj) is negative, factor i is a net receiver (Yang and 

Tzeng, 2011). 

 

3. Case Study 

 

DEMATEL method is employed to evaluate the e-commerce business model success factors. 

First, success factors, which are given in Table 1, are identified by reviewing the literature as 

well as by collecting experts’ opinions.  

 

Table 1. E-commerce business model success factors 

F1 Reliability 

F2 Accessibility 

F3 Performance 

F4 Design 

F5 Delivery 

F6 Product 

F7 After sale service 

 

In order to apply DEMATEL method, a team of three experts indicates the influence of each 

criterion i exerts on each factor j of the others, using an integer scale which is generally going 

from “0” (no influence) to “4” (very high influence) represented in Table 2.  

 

Table 2. Influence degrees 

No influence 0 

Very low influence 1 

Low influence 2 

High influence 3 

Very high influence 4 
 

 

The obtained initial direct influence matrix is shown in Table 3.  

 

Table 3. Initial direct influence matrix 

 Reliability Accessibility Performance Design Delivery Product After sale 

service 

Reliability 0 0 3 0 2 0 0 

Accessibility 1 0 2 0 3 0 2 

Performance 2 2 0 0 3 1 1 

Design 0 0 2 0 0 4 0 

Delivery 2 3 1 0 0 0 0 

Product 2 0 2 3 0 0 0 

After sale 

service 

3 0 1 0 0 0 0 
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The weights of the the e-commerce business model success factors are calculated as in Table 

4. 

 

Table 4. Weights of the e-commerce business model success factors 

Factor Weight 

Reliability 0.15672065 

Accessibility 0.15794493 

Performance 0.20770585 

Design 0.09996587 

Delivery 0.1737553 

Product 0.12333765 

After sale service 0.08056975 

 

4. Conclusions 

 
To obtain the importance weights of success factors of e-commerce business model, evaluation 
criteria that influence success are determined through expert opinions and then algorithm of the 
work is reported by considering DEMATEL method. Performance and delivery are the most 
important factors however design and after sale service are the least important criteria. Future 
research will focus on proposing group decision making approaches for determining the most 
appropriate e-commerce business model. 
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Bonding D2 Tool Steel with Different Curve Surfaces and 

Investigation of The Mechanical 
 

 

Mahir Uzun1*, Bahar Akçadağ2 

 

 

Abstract: In the process from the past to the present, different methods have been used to 

bring the materials together. These traditionally known methods are; joining methods such as 

rivets, soldering, bolting and welding. There are methods that are more commonly used than 

these methods. This method, called adhesive, is more convenient and more practical. In this 

study, cycloid, epicycloid, involute and 45 degree curves with different curved surface 

geometries were modeled in Solidworks program with the help of mathematical formulas. 

After the curved surface models created were pasted in the Solidworks program, meshing was 

applied for the models with curved surface geometry in the ANSYS analysis program. After 

this process, three point bending finite element analysis was performed on the test samples. 

During the analyses, St52 structural steel was taken as the test sample and DP 8405 adhesive 

belonging to the 3M brand was taken as the adhesive type and the properties of the materials 

were defined. The damage load of the piece with a curved surface of 45 degrees was found 

and then this damage load was applied to the other pieces with curved surfaces, respectively. 

During the three point bending analyses, the number of finite element points was obtained as 

77.191 and the number of elements as 16,836 and the adhesive thickness was taken as 0.2 

mm. As a result of the finite element analysis, it has been determined that the curved surface 

with maximum three-point bending strength is a 45 degree curved surface. 

 

(This paper was produced from project number: FYL-2021-2295 and project number: FBA- 

2019-1749 supported by The Scientific Research Projects (BAP) Unit of İnönü University.) 

 

Keywords: Adhesive, Structural Steel, Three Point Bend Analysis, Damage Load, Finite 

Element Analysis. 

 

Introduction    

The bonding process has many advantages compared to other joining methods. It has 

advantages such as being easy to apply, not causing a difference in the crystal structure, and 

not creating stress concentration. There are studies on adhesives in the literature. In a study, 

the torsional and mechanical behavior of ring-section transmission shafts, which are 

interlocked with two types of adhesives with different properties, were investigated. 

According to the results obtained, the graphs of the data were prepared, evaluated and 
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compared. It has been determined that ring-section rods bonded with DP410 adhesive perform 

better than rods prepared with DP490 adhesive (İmak &Turgut,2020). A double pin joint was 

applied and bonded with different types of adhesive and stress analyzes were investigated in 

the laminated plate at different orientation angles. ANSYS program was used in analysis, 

modeling and solution processes. A tensile load was applied to the material, and stresses 

between the models were determined with different adhesive types in the material and hole 

regions, and at different orientation angles in the laminated composite plate (Benli & 

Erzincanlı, 2021). The effects of surface preparation with adhesion mechanisms, surface 

energy, surface morphology and surface roughness on adhesion were investigated. For this 

purpose, adhesives and their properties, mechanical tests applied to adhesive bonds, adhesion 

mechanisms, defects in adhesive bonds and the factors affecting a good bonding with 

adhesion theories were discussed, and the effect of surface energy and surface roughness and 

morphology on the joint was investigated (Gürsel & Yıldız, 2021). Stress analysis of the 

composite parts, which were bonded together with an embedded single acting patch, which 

was subjected to tensile load, was carried out using the three-dimensional finite element 

method. Composite parts produced using epoxy/carbon with different orientation angles and 

DP410 as adhesive type were used in the analysis. As a result, it has been shown that 

orientation angles and patch length are effective in joining using adhesive (Sülü, 2018). It has 

been understood that the design parameters in the lap pipe bonding joints are the pipe wall 

thickness, the overlap length and the adhesive thickness are the important design parameters 

in the pipe bonding joints (Saraç, 2021). The effect of the nanoparticle ratio in the bonding 

joints obtained by adding carbon nanoparticles into the epoxy adhesives on the adhesion 

strength on rough surfaces was investigated. As a result of the study, it has been shown that 

nanoparticles positively affect the adhesion strength up to a certain extent, then the effects 

decrease (Aydın, 2019). 

In this study, unlike other studies, plates with cycloid, epicycloid, involute and 45-degree 

curved surfaces were designed in Solidworks package program and bonding simulations were 

carried out. After bonding, the three-point bending strength from the mechanical properties of 

the plates with curved surfaces was determined and compared using the finite element method 

using the ANSYS analysis program. 

 

Material and Method 

 

In this study, primarily cycloid, epicycloid, involute and 45 degree curves were modeled in 

Solidworks program using mathematical relations. 

Cycloid curve equation; 

                                                                                                         (1) 

 

A sample model with a cycloid curved surface was created in the Solidworks program using 

the equation (Figure 1). 
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  Figure 1: Cycloid curve geometry (Uzun & Çetin, 2020) 

 

Epicycloid curve equation; 

                                                                        (2) 

A sample model with epicycloid curved surface was created in the Solidworks program using 

the equation (Figure 2). 

 

Figure 2: Epicycloid curve geometry (Uzun & Çetin, 2020) 

 

Involute curve equation ; 

                                                                                        (3)  

 

Equation of the involute curved surface sample model was created in Solidworks program 

(Figure 3). 
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Figure 3: Involute curve geometry (Uzun & Çetin, 2020) 

 

The sample model with a 45 degree curved surface was created in the Solidworks program in 

Figure 4d. 

Depending on the condition x used in equations 1, 2 and 3, x in the x coordinate abscissa 

(mm), r the radius value, t the angular value of the moving point (degrees) 0 ≤ t ≤ 2π, k = 1, a 

is the origin (0,0 ) stands for distance. 

The length of the modeled samples was taken as 150 mm, the thickness as 10 mm, and the 

width as 25 mm. 

By using Equations 1, 2 and 3, cycloid, epicycloid and involute curves were created in 

Solidworks program, respectively, and then these curves were created as adhesive model 

(Figure 5) and jointing simulations were performed (Figure 4). The analysis piece with a 45 

degree curved surface is simulated in Figure 4d. 

 

 

Figure 4: Part simulations modeled in Solidworks (Uzun &Akçadağ,2022) 

Adhesive side lower edge length was taken as 35.36 mm and lower horizontal edge length 

was taken as 10 mm (Figure 5). 
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Figure 5: Modeled adhesive interlayer (Uzun &Akçadağ,2022) 

 

The ANSYS program was used to perform finite element analysis of the samples whose 

models were created in the Solidworks package program and glued simulations were made. In 

order to be able to analyze in the ANSYS program, firstly, the mesh process was performed. 

While performing the mesh process, different mesh techniques were tried and the mesh that 

was suitable for mesh quality was determined. As a criterion, the optimum value of mesh 

quality close to 1 was selected and considering this value, it was determined that the most 

suitable mesh was edge sizing (Figure 6). During the analyses, St52 structural steel (Table 1) 

was used as test samples, and DP8405 numbered acrylic adhesive of 3M brand was used as 

adhesive type (Table 2). 

 

Table 1: Mechanical Properties of St 52 Structural Steel (Akçadağ, 2022)                                                     

Denstiy (kg / m3)       7.850 

Young's Modulus (MPa) 2E +5 

Poisson Ratio 0.3 

Bulk Module (MPa) 16.667E + 5 

Shear Module (MPa) 76.923E+4 
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Table 2: Mechanical Properties of DP 8405 Adhesive (Akçadağ, 2022)                                                     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In models with cycloid, epicycloid, involute and 45 degree curved surfaces, the mesh numbers 

are respectively; 78.504, 89.008, 89.008, 77.191. The number of elements are respectively; 

17.136, 19.536. 19.536 was determined as 16.836. 

For three-point bending analysis, models with cycloid (Figure 6a), epicycloid (Figure 6b), 

involute (Figure 6c) and 45 degree (Figure 6d) curved surfaces were meshed. Then, the 

boundary conditions required for the analysis were defined one by one, and the analysis force 

was entered as a step. The adhesive yield stress is 16.5 MPa. In order for the samples to be 

damaged, the value of 16.5 MPa is accepted as the limit, and in order to exceed this value, 

2.000 N, 3.000 N, 2.000 N and 2.000 N step forces were applied to the cycloid, epicycloid, 

involute and 45 degree curved surfaces, respectively (Figure 7).  

 

Adhesive Type Acrylic 

Viscosity No Sagging 

Product Color Green 

Opening Time (minute) 6-10 

Working time ( minute ) 4-6 

Full Curing (hour ) 24 

Physical Form Fluid Liquid 

Denstiy (kg / m3)       1.030 

Young's Modulus (MPa) 62E+05 

Poisson Ratio 0.3 

Bulk Module (MPa) 51.667E+02 

Shear Module (MPa) 23.846E+02 
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          Figure 6: Part mesh models with curved surfaces (Uzun &Akçadağ,2022) 

 

 

        Figure 7: Applying force to curved surface specimens (Uzun &Akçadağ,2022). 

 

Three point bending analysis was applied to the samples with curved surfaces after meshing 

in ANSYS. As a result of the analysis, it was determined that the maximum von Mises stress 

on the adhesive surface occurred at the lower part of the back surface, and at 45 degrees, it 

was formed at the bottom part. Considering the yield criterion, the maximum strengths of the 
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cycloid (Figure 8a), epicycloid (Figure 8b), involute (Figure 8c), and 45 degree (Figure 8d) 

surfaces are respectively; It was determined as 1.266 N, 1.180, 1.233 and 2.000 N (Figure 8). 

 

 

  Figure 8: Adhesive whole surface von mises stress analysis (Akçadağ, 2022) 

 

The von Mises stresses were compared under the applied force along the y-axis for the 

adhesive lower horizontal edge. It was observed that the stresses did not change along the 

edge on cycloid, epicycloid and involute surfaces, first remained constant on the 45 degree 

surface, then rose again and reached the initial value. It was determined that the maximum 

stresses occurred at the 45 degree surface (Figure 9). 

 

 

Figure 9: Von Mises stress plot along the adhesive lower horizontal edge (Akçadağ, 2022) 
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Results 

In this study, three point bending analyzes were applied to the models in order to determine 

the durability of the models with different curvilinear surfaces. As a result of the study; 

- As a result of the three-point bending analysis for the cycloid whole surface, the maximum 

strength strength was 1.266 N and the adhesive was determined at the bottom of the back 

surface. 

- As a result of the three-point bending analysis for the epicycloid whole surface, the 

maximum strength force was found to be 1.180 N on the lower part of the adhesive back 

surface. 

- As a result of three-point bending analysis for the entire surface of involute, the maximum 

strength force was 1.233 N, and the adhesive was formed on the lower part of the back 

surface. 

- As a result of the three-point bending analysis for the entire surface of 45 degrees, the 

maximum strength force was 2.000 N, and the adhesive was formed at the bottom of the back 

surface. 

As a result of the analysis, it was determined that the maximum stresses occurred on the 

adhesive back surface. The surface with a maximum three-point bending strength was 

determined to be a curved surface of 2.000 N and 45 degrees. 
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Abstract: In this study, glass/epoxy (GFRP), carbon/epoxy (CFRP) and glass-carbon epoxy 

hybrid (GCFRP) eight-layer composites manufactured by the vacuum assisted resin transfer 

molding method were subjected to aging in an artificial seawater, engine oil and diesel fuel 

environment for 30, 60 and 90 days, after which the effect of aging on the degradation and 

flexural performances of the composite specimens was examined. When the mean flexural 

strengths of the composites whose flexural performances were reviewed at the end of each 

month were analyzed, it appeared that the flexural modulus and flexural strengths of CFRP and 

GCFRP composites decreased more in the artificial seawater environment than the engine oil 

and diesel fuel environments as a result of aging. When the flexural performances of CFRP 

composites were examined, it was concluded that the environment that reduced the flexural 

modulus and flexural stress the most was the engine oil environment. It was calculated that the 

flexural stress strengths of GFRP composites at room conditions decreased by 16.58% with 

aging in artificial seawater environment, by 5.95% in engine oil, and by 5.83% in diesel fuel 

environment. And the flexural stress strengths of CFRP composites at room conditions de-

creased by 14.01% with aging in artificial seawater environment, by 16.86% in engine oil, and 

by 12.20% in diesel fuel environment. It was concluded that the three-point bending 

performances of hybrid GCFRP composites formed by stacking glass-carbon fibers together 

showed flexural strength values close to GFRP composites. 

 

Keywords: Fiber reinforced composite, environmental degradation, flexural strength hybrid 

composites, aging process. 

 

 

1. Introduction (Times New Roman 12pt) 

 

Fiber Reinforced Plastics (FRPs) are widely used in constantly developing fields such as 

aerospace, defense and medical industries due to their high specific strength, stiffness and 

lightness. Fiber-reinforced plastics such as carbon fiber-reinforced plastics (CFRPs) and glass 

fiber-reinforced plastics (GFRPs) are considered ideal materials, especially in the aerospace 

industries where high strength-to-weight ratios are more suitable. Exposure of polymer 

composites to harsh weather conditions often results in structural deterioration, also known as 

degradation. This can be caused by humidity, seawater or distilled water, hot steam, ultraviolet 

radiation, and exposure to low or high temperatures (Felipe et al. 2019). A number of re-

searchers investigated the effects on the mechanical proper-ties of fiber-reinforced polymer 

matrix composites exposed to different environmental conditions (Kumar, Singh, and 
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Nakamura 2002; Shin, Kim, and Hong 2003; Shokrieh and Bayat 2007; Peterson et al. 2008). 

When the flexural behavior of flax and hemp-based hybrid composites exposed to cryogenic 

environment was examined, it was determined that the flexural stress values of the composites 

left in the cryogenic environment for 45 minutes decreased by 3.78% (G et al. 2022). Many 

studies have been conducted under various environ-mental conditions to examine the 

mechanical durability of polymer matrix composites formed through hybridization of carbon 

and glass fiber with other fiber types. For example, the effect of nanoparticle reinforcement on 

carbon fiber-reinforced composites was investigated (Zeltmann, Poveda, and Gupta 2015; 

Chiang, Chou, and Shen 2020) , and nanoparticle reinforcement was used on glass fiber-

reinforced composites to strengthen laminates under environmental aging (Nayak et al. 2020). 

Determining the durability of marine vessels designed with rein-forced polymer matrix 

composites in sea water, salt water and similar liquid environments is an important field of 

study. Composites have been developed and optimized for use in off-shore industries 

(Kootsookos and Mouritz 2004; Mula et al. 2005). When the carbon/flax fiber hybrid 

composites were aged by applying the high temperature water immersion process, it was 

determined that the composites with carbon fiber layers on the surface had higher flexural stress 

and modulus than the composites with flax fiber on the surface (Cheng et al. 2020). By looking 

at the behavior of water diffusion in car-bon/epoxy composites under static tensile stress,  it 

became clear how the coupling effects between water and mechanical loading of the composites 

affect the damage development (Humeau, Davies, and Jacquemin 2018) . C-glass woven fiber 

composites were tested by soaking in a 10 wt.% aqueous H2SO4 (1.89 mol/L) concentration 

environment at different temperatures and for different durations. As a result, it was concluded 

that C-glass fibers had more durability in acidic environments than E-glass and carbon fibers 

(Tanks, Arao, and Kubouchi 2018). Hybrid rods manufactured with unidirectional carbon/glass 

(core/shell) pultrusion technology with a diameter of 19 mm were manufactured and immersed 

in water at different temperatures (Kafodya, Xian, and Li 2015), and in oil wells (Li et al. 2020), 

and the relations be-tween shear strength and interface shear strength and degradation times of 

the rods were examined. When the 3-point bending stress behaviors of glass/carbon/epoxy and 

7-layer ply layered composites were studied under different thermal bending loads, it was found 

that the magnitude of the CTE mismatch between carbon and epoxy was higher than that of 

glass and epoxy, and the rate of strength and modulus deterioration of composites with more 

CE layers increased as the test temperature increased (Rathore et al. 2017). GFRP and CFRP 

epoxy composites were aged in artificial sea water for 45 days, and it was concluded that the 

flexural strength of glass/epoxy laminates decreased by about 3.1%, while the flexural strength 

of carbon/epoxy laminates de-creased by 7.7% (Ghabezi and Harrison 2020) . In testing the 

flexural performance of carbon/glass hybrid FRP composite laminates was investigated, 

G2C4G2 was placed symmetrically on the stress and compression sides. It was concluded that 

composites with G2C4G2 array with such two glass layers had approximately 18.3% higher 

flexural stress than composites with C2G4C2 array (Chen et al. 2019). 

 

In this study, after aging of carbon/epoxy, glass/epoxy and glass-carbon hybrid epoxy 

composite laminates in artificial seawater, engine oil and diesel fuel environment for 30, 60 and 

90 days, the three-point bending stress behavior and degradation conditions of composite 

laminates were compared. The flexural strength effect of the aging effect was analyzed and 

interpreted. 

 

2. Materials and Methods  

 

In this section, the production of composite samples, the creation of aging environments and 

the three-point bending test are explained. 
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2.1. Materials – reinforcement, resin and composite laminate manufacture 

 

In order to manufacture the composites, 300 gr/m2 woven type E-glass (twill) fiber and 200 

gr/m2 woven type carbon (plain) fibers were used as reinforcement element as shown in Figure 

1. EPIKOTE epoxy system was used as matrix in composite production (German Lloyd); RIM 

135 was used as resin, and RIMH 137 was used as hardener. The mixing ratio of epoxy and 

hardener was 100:30. Three types of homogeneous layered composites were manufactured by 

reinforcing epoxy matrix composites with carbon, glass and glass-carbon fibers. For the 

manufactured composites, fiber fabrics were prepared in 8 layers of 300 x 300 mm2 sized 

pieces. The mechanical proper-ties of the glass and carbon fibers used in the study are shown 

in Table 1.   

 

Table 1. Mechanical and physical properties of used materials as component  

in composite structure. 
Material 

properties 

Carbon fiber 

(twill woven) 

Glass fiber  

(plain wowen)    

Resin 

(RIM 135, RIMH137) 

Young’s modulus  

(GPa) 
240 81.50 105 

Density  

(g/cm3) 
1,79 2,58 1,19 

Tensile Strength  

(MPa) 
3800 2306 70 

Tensile strain  

(%) 
1.6 2.97 12 

 

As shown in Figure 1, GFRP composites consisting of 8 layers of glass fiber, CFRP consisting 

of 8 layers of carbon fiber, and glass-carbon fiber reinforced hybrid composites (GCFRP) 

comprised of 2 layers of glass fiber in the top and bottom layers, and 4 layers of carbon in the 

middle, 8 layers in total, were used. 

 

 
Figure 1. Laminate codes and labeling system of stacking order. 

 

Composite specimens were manufactured using the vacuum assisted resin transfer molding 

method (VARTM) as shown in Figure 2. All of the composites left in the vacuum environment 

were manufactured by being kept at room temperature at 25 °C for one day. The fiber volume 

ratio of glass/epoxy composites (GFRP) was 50.91%, the fiber volume ratio of carbon epoxy 

composites (CFRP) was 56.06%, and the fiber volume ratio of glass-carbon epoxy hybrid 

(GCFRP) composites was 54.2%. The thickness of the manufactured glass/epoxy composite 

sheets (GFRP) was 1.90±0.1 mm, the thickness of the car-bon/epoxy composite sheets (CFRP) 
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was 1.85±0.1mm, and the thickness of the glass-carbon epoxy (GCFRP) hybrid epoxy 

composites was 1.87±0.1 mm. 

 

 
 

Figure 2. Preparation of composites: (a) VARTM method scheme, (b) stacking of fibers, (c) 

transferring the resin to the vacuum environment, (d) vacuum environment. 

 

2.2. Aging of composites 

 

For three point bending tests GFRP, CFRP and GCFRP composite specimens were aged for 30, 

60 and 90 days in artificial seawater, engine oil and diesel fuel environments shown in Figure 

3. Artificial seawater environment; In the laboratory, 35 g of salt was added to a beaker and 

then tap water was added until the total mass was 1000 g, by mixing until the salt was 

completely dissolved in the water, an artificial seawater environment was prepared. Shell Helix 

HX7 10W-40 engine oil was used for the engine oil environment, and Shell V Power diesel fuel 

was used for the diesel fuel environment. GFRP, CFRP and GCFRP samples were aged in the 

environments shown in Figure 3 for 30, 60 and 90 days, respectively, and bending test samples 

were taken at the end of each period. The surfaces of the three point bending samples taken 

from the environment were cleaned with a dry cloth. 
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Figure 3. The process of placing composites into degradation environments. 

2.3 Three-point bending test 

 

The composite plates manufactured with the above-mentioned VARTM technology were cut 

mechanically with a high-speed computer numerical control (CNC) milling ma-chine, and 

rectangular bending test specimens of 150 mm (length) x 25 mm (width) dimensions were 

prepared. Following the aging process, the test specimens were taken from the environment, 

cleaned, wiped and made ready for experimentation. As shown in Figure 4, five specimens for 

each compo-site were tested on the 10 kN capacity Shimadzu AGS- X brand test device for the 

experiments, and their mean values were reported. The bending test with a span-to-thickness 

ratio of 32:1 was performed at a constant speed of 1 mm/min at room temperature according to 

ASTM D7264 [43]. The flexural strength (σF), modulus (EF) and strain to rupture (εF) are 

determined by the following expressions: 

 

                                                                                                                                           (1)                                                            

                                                                                                                                                         (2)                                                                                          

                                                                                                                             (3)    

 

Here, L is the length of the distance between the spans, w is the width of the test specimen and 

t is the thickness of the test specimen. Pmax is the maximum load before fracture, m is the slope 

of the first segment of the load/displacement curve, and d represents the maximum bending 

before fracture. 

 

 
 

Figure 4. Bending test setup: (a) Shimadzu AGS- X tester, (b) There-point bending test. 
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3. Results  

 

In the present study, GFRP, CFRP and GCFRP composites were aged in three different 

environments for three different time periods, and the changes in flexural performance of the 

composites at room conditions were examined and compared. The flexural stress performances 

of GFRP composites aged in artificial seawater environment, engine oil environment, and diesel 

fuel environment are shown in Figure 5a, Figure 5b, and Figure 5c, respectively. The flexural 

stress performances of CFRP composites aged in artificial seawater environment, engine oil 

environment, and diesel fuel environment are shown in Figure 6a, Figure 6b and Figure 6c, 

respectively. The flexural stress performances of GCFRP composites aged in artificial seawater 

environment, engine oil environment, and diesel fuel environment are shown in Figure 7a, 

Figure 7b, and Figure 7c, respectively. 

 

 
Figure 5. Flexural stress-strain graph of GFRP composites a) artificial seawater, b)engine oil, 

c) diesel fuel environment. 

 

 
Figure 6. Flexural stress-strain graph of CFRP composites a) artificial seawater, b) engine oil, 

c) diesel fuel environment. 

 

 

 

 

a) b) c) 
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Figure 7. Flexural stress-strain graph of GCFRP composites a) artificial seawater, b)engine 

oil, c) diesel fuel environment. 

When the effect of aging of GFRP composites for different time periods and in different 

environmental conditions on the flexural behavior was examined, it was seen that as the aging 

time increased in artificial seawater environment as shown in Figure 5a, and the gap between 

the stress-strain curves decreased significantly compared to the engine oil environment (Figure 

5b) and diesel fuel environment (Figure 5c) flexural stress-strain curves.  When the effect of 

aging of CFRP composites for different time periods and in different environmental conditions 

on the flexural behavior was examined, it was clearly seen in Figure 6b that the gap between 

the stress-strain curves with the increase of the aging time in the oil environment was higher 

compared to the aging in the artificial seawater environment (Figure 6a) and diesel fuel 

environment (Figure 6c).  When the effect of aging of GCFRP hybrid composites for different 

time periods and in different environmental conditions on the flexural behavior was examined, 

it was determined that the gap between the curves of the flexural stress-strain curve in the 

artificial seawater environment shown in Figure 7a was more pronounced than the engine oil 

aging (Figure 7b) and diesel fuel environment (Figure 7c).  

 

 
Figure 8. Comparison of the mean flexural strengths of CFRP, GFRP and GCFRP 

composites aged for 90 days. 
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Figure 9. Comparison of the mean flexural modulus of CFRP, GFRP and GCFRP composites 

aged for 90 days. 

 

The mean flexural strengths of the data obtained from the stress-strain curves of the composites 

aged for 90 days in different environments are shown in Figure 8, and their flexural modulus 

are shown in Figure 9. The mean flexural stress strength was determined by calculating the 

stress values of the composite specimens aged for 30, 60 and 90 days, respectively, in three 

different environments (Figure 8). It was calculated that the flexural stress strengths of GFRP 

compo-sites at room conditions decreased by 16.58% with aging in artificial seawater 

environment, by 5.95% in engine oil, and by 5.83% in diesel fuel environment. And the flexural 

stress strengths of CFRP composites at room conditions decreased by 14.01% with aging in 

artificial seawater environment, by 16.86% in engine oil, and by 12.20% in diesel fuel 

environment. The flexural stress strengths of GCFRP hybrid compo-sites at room conditions 

decreased by 12.59% with aging in artificial seawater environment, by 9.12% in engine oil, and 

by 6.62% in diesel fuel environment. Figure 10 shows the damages that occurred on the 

composites after the three-point bending test. The specimens started to fracture after bending 

along the loading pin. Fiber fracture and delamination occurred depending of the region where 

bending damage occurred. 
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Figure 10. Fracture damage after bending test in CFRP, GFRP and GCFRP composites. 

 

4. Discussion and Conclusions 

 

The flexural strengths of GFRP, CFRP and GCFRP composites aged for 30, 60 and 90 days in 

different degradation environments were compared and evaluated. The evaluations obtained as 

a result of this study can be listed as follows: 

 

• As a result of aging of CFRP and GCFRP composites in an artificial seawater 

environment, it was observed that flexural modulus and flexural strengths decreased 

more than they did in engine oil and diesel fuel environments.  

 

• When the flexural performances of CFRP composites were examined, it was determined 

that the environment that changed the flexural modulus and flexural stress the most was 

the engine oil environment. When the flexural performance of the glass-carbon hybrid 

composites was examined, it was concluded that the flexural strengths and flexural 

modulus values were close to those of GFRP composites.  

 

•  In the present study, a scientific approach was presented about the effects of 

degradation and mechanical changes to marine vessels with a composite structure, 

composite engine piston applications, and to oil tank designers through seawater 

environment, engine oil environment, and diesel fuel environment, respectively.  

 

•  Designers can improve strength in different environmental conditions by changing the 

glass/carbon arrays for layered composite design and modelling. 
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Some Considerations on Correlation Between Port Equipment 

Maintenance and Environmental Aspects 

Deda Đelović1* 

Abstract: Results of researches which can be found in available literature sources, confirm that 

some environmental aspects (emissions in air, water pollution, etc.) in the seaports are caused 

by factors directly related to the port equipment (port equipment technological adequacy degree, 

port equipment downtime, etc.). If the role which maintenance has in preventing and eliminating 

port equipment downtimes is taken into account, than correlation between the port equipment 

maintenance and environmental aspects becomes clear.  

After a general overview on the sea port`s sustainable development and some elements of 

theoretical analyses of top 10 environmental priorities of the port sector and their evolution over 

the years (according to European Sea Port Organization Environmental Report 2021), key 

environmental aspects in the handling process with dry bulk cargoes are identified. In the next 

phase of made considerations, port equipment downtime in the cargo handling process is 

defined as one of principal reasons for environmental aspects appearance. Through the final 

phase of considerations, some elements which determine role of the port equipment 

maintenance in the environmental aspects optimization are analyzed. Concrete results presented 

in this paper are related to the environmental management system and port equipment 

maintenance system in the Port of Bar (Montenegro).  

Keywords: environmental aspects, port equipment maintenance. 

1. Introduction

Ports form a vital link in the overall trading chain (Esmer, 2008). Seaports play a role of utmost 

importance and acts as an incentive to the development of marine economy in particular and 

national economy in general (http://m.tapchiqptd.vn). The importance of seaports for countries 

cannot be underestimated. Benefits to the National Economy - maritime ports work to employ 

manpower and reduce the size of unemployment in the country, as well as to increase imports 

to the country itself and work to revive the countries that have ports (https://tijaratuna.com). 

1 Port of Bar, Obala 13.jula 2, 85 000 Bar, Montenegro 
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Ports constitute an important economic activity in coastal areas. The higher the throughput of 

goods and passengers year-on-year, the more infrastructure and associated services are required 

(www.vliz.be). Ports are no longer the maritime services providers of the past. They are 

multimodal transport and logistics centres, focal points of leisure and tourism, and, increasingly 

also, hubs for sustainable industry and clean energy (ESPOa, 2021). Ports serve as important 

transportation hubs that facilitate goods movement to businesses in local communities and 

worldwide markets (www.epa.gov).   

All transport modes need to become more sustainable, with green alternatives widely available 

and the right incentives put in place to drive the transition  

(https://transport.ec.europa.eu).  

Sustainble development of ports has to be based on reliable bases, officially adopted and widely 

recognized. In that sense, here are systematized some of the principal elements of strategic 

documents at the European Union level, as well as at National level (in Montenegro) where port 

sustainable development goals and directions can be recognized/are defined.  

Sustainable and Smart Mobility Strategy – putting European transport on track for the 

future (European Commission, 2020): - Mobility and transport matters to us all. From daily 

commuting to work, visiting family and friends, tourism, to the proper functioning of global 

supply chains for the goods; - the most serious challenge facing the transport sector is to 

significantly reduce its emissions and become more sustainable; - ports should become 

multimodal mobility and transport hubs, linking all the relevant modes. This will improve air 

quality locally thereby contributing to improved health of nearby residents. Inland and sea ports 

have a great potential to become new clean energy hubs for integrated electricity systems, 

hydrogen and other low-carbon fuels, and testbeds for waste reuse and the circular economy;  

The European Green Deal (European Commission, 2019): - The European Green Deal calls 

for a 90% reduction in greenhouse gas emissions from transport, in order for the EU to become 

a climate-neutral economy by 2050, while also working towards a zero-pollution ambition. To 

achieve this systemic change, it is needed to (European Commission, 2020): (1) make all 

transport modes more sustainable, (2) make sustainable alternatives widely available in a 

multimodal transport system and (3) put in place the right incentives to drive the transition. 

These are the three pillars of our future actions; - The European Green Deal calls for a 

substantial part of the 75% of inland freight carried today by road to shift to rail and inland 

waterways. Short-sea shipping and efficient zero-emission vehicles can also contribute to 

greening freight transport in Europe (European Commission, 2020).  

The 2030 Agenda for Sustainable Development (https://sdgs.un.org/goals) - adopted by all 

United Nations Member States in 2015, provides a shared blueprint for peace and prosperity 

for people and the planet, now and into the future. At its center are the 17 Sustainable 

Development Goals (SDGs), which are an urgent call for action by all countries - developed 

and developing - in a global partnership. The 17 SDGs are integrated—they recognize that 

action in one area will affect outcomes in others, and that development must balance social, 

economic and environmental sustainability (www.undp.org). Following SDGs are directly 

connected with reducing environmental impact of the port area (www.epa.gov): SDG3- good 

health and wellbeing, SDG7 – affordable and clean energy, SDG8 – decent work and economic 

growth, SDG9 – industry, innovation and infrastructure, SDG11 – sustainable cities and 
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communities, SDG12 – responsible consumption and production, SDG13 – climate action, 

SDG14 – life below water, SDG15 – life on land, SDG17 – partnership for the goal;   

  

National Strategy of Sustainble Development - 2030 (NSSD) (Ministry of sustainble 

development and tourism, 2016): - within the strategic goal of the NSSD related to mitigating 

the impact of climate change are defined measures to reduce the level of greenhouse gas 

emissions by 2030 by 30%, compared to 1990; - the key sectors for increasing resource 

efficiency are: energetic sector, construction, agriculture, transport, and the service sector, i.e. 

tourism;  

- in the case of transport, it is important to promote modes of transport that are more favorable 

for the environment, to define and apply incentive measures in this sense, as well as to apply 

instruments to minimize the negative impact of transport on the environment  

  

Development Strategy of Transport System in Montenegro – 2019 - 2035 (Ministry of traffic 

and maritime affairs, 2019): - specific goal 1.4. - improve the connectivity of the Port of Bar - 

port infrastructure and services should be improved in order to support intermodal activities and 

potentially attract additional flows of passenger and cargo traffic; - specific goal 2.3. - 

revitalization and/or reconstruction of the maritime transport infrastructure; - Port of Bar 

operates significantly below its capacity. The main barriers for using the port's opportunities 

from regional markets are: lack of adequate infrastructure, etc.  

  

Development Strategy of Maritime Economy in Montenegro – 2020 - 2030 (Ministry of 

traffic and maritime affairs, 2020): - strategic goals of the integrated maritime policy - 5. the 

growth of the maritime economy is based on the principles of the green economy; - operational 

objective: 5.1 to create appropriate conditions in the public and private maritime sector for 

economic growth based on the principles of the green economy.  

  

Evolution of the environmental priorities in the European Union ports is shown with the next 

table (Table 1.).  

  

Table 1. Evolution of the environmental priorities in the European Union ports  
Priority   2017  2018  2018/ 

2017  
2019  2019/ 

2018  
2020  2020/ 

2019  
2021  2021/ 

2020  
2021/2017  Average 

rank  
  

AQ-Air 

Quality  
1  1  const.  1  const.  1  const.  1  const.  const.  1  1  

EE-Energy 

Consumption  
2  2  const.  2  const.  3*  -1  3  const.  -1  2,4  2  

NO-Noise  3  3  const.  4  -1  4  const.  4  const.  -1  3,6  3  
WQ-Water  
quality  

4  8  - 4  10  -2  7  +3  6  +1  -2  7  7  

DO-Dredging 

operations  
5  9  - 4  9  const.  9  const.  8  +1  -3  8  8  

PW- 
Garbage/Port 

waste  

6  10  - 4  7  +3  8  -1  10  -2  -4  8,2  10  

PD-Port 

development 

(land related)  

7  6  +1  8  -2  10  -2  9  +1  -2  8  8  

LC- 
Relationships 

with the local 

community  

8  4  +4  5  -1  5  const.  5  const.  +3  5,4  5  
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SW-Ship 

waste  
9  5  +4  6  -1  6  const.  7  -1  +2  6,6  6  

CC-Climate 

changes  
10  7  +3  3  +4  2  +1  2  const.  +8  4,8  4  

(source: an analysis done based on (ESPO b, 2021))   

  

*)From the year 2020, priority “Energy Consumtion” is renamed to “Energy Efficiency”.  

  

In the Table 1. are presented changes of the environmental priorities in the European Union 

ports in the period from 2017 to 2021. If the whole period is considered, than following principal 

conclusions are clear: - Air quality (AQ) was constantly the first priority;   

- the biggest advancement (+8) is related to priority Climate changes (CC), from the rank “10” 

in 2017 to the rank “2” in 2021; - priority Garbage/Port waste fall from the rank “6” in the 2017 

to the rank “10” in 2021.  

  

2. Identification of Environmental Aspects in the Handling Process with Dry Bulk 

Cargoes   

  

An environmental aspect is defined in ISO 14001:2015 as an element of an organization’s 

activities, products or services that may impact, or does impact, the environment. An 

environmental impact is a result of an environmental aspect  

(https://14000store.com).  

  

There are six categories of Environmental Aspects (https://14000store.com): Emissions to Air, 

Releases to Water, Waste Management, Contamination of Land, Consumption of Natural 

Resources and Raw Materials, Other Environmental Issues (noise, odors, etc.).  

  

Another way to classify environmental aspects is to break them down to areas in organization 

of where they could arise (https://14000store.com): Within the office, During Manufacturing 

Processes, Transportation, Boilers or other machinery.  

  

Classifications will help to understand and determine what control an organization have over 

environmental aspects and prioritize any that may need to be controlled. These categories are 

(https://14000store.com): Controlled, Influenced, Significant, Nonsignificant, Positive.  

  

Environmental risk is particularly difficult to define except in terms of specific items such as 

spills. Some of the problems with the measurement of environmental risk are (Eni SpA, 2019): 

some environmental discharges are continuous but have indeterminate effects; some 

environmental hazards are short term in duration but have long term effects changing over time; 

some environmental hazards may have quite different effects on, for example, air quality, water 

quality and ecology, making a global measure of environmental risk difficult to define.  

  

In assessing environmental risk, one should pay attention to separate risks from impacts. Risks 

refers to acute phenomena, impacts normally refers to chronic effects (that may be negative but 

also positive) (Eni SpA, 2019).  

  

The risk assessment of environmental pollution is reduced to the calculation of product of two 

factors, as follows: - Frequency factor (probability of aspect occurrence); - Factor of seriousness 
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of environmental consequences, which that aspect has caused (Milosavljevic, 2003; Staletovic 

et al., 2012; Kokic Arsic et al., 2006).  

  

Risk of environmental pollution (R) is calculated as the product of the probability of occurrence 

the frequency of a particular aspect of the environment (VU) and the seriousness of 

consequences for the quality of primary environmental factors (air, water, land, etc.) (TP) as 

follows: R=VU x TP (Staletovic et al., 2012).  

  

2.1 Object of research  

  

Object of research is cargo handling process with dry bulk cargoes in the Port of Bar 

(Montenegro), as this class of cargoes dominated in the overall throughput for the period from 

2017 to 2021 (as shown with the Table 2.) as well as environmental management system and 

port equipment maintenance system in the Port of Bar (Montenegro).  

  

Table 2. Throughput structure in the Port of Bar (Montenegro)  

for the period from 2017 to 2021  
Year   Overall 

throughput (t)  
Dry bulk cargoes  Ro-Ro and general cargoes  Liquid bulk cargoes  

quantity   
(t)  

share  (%)  quantity   
(t)  

share  (%)  quantity   
(t)  

share  (%)  

2016  1,209,186.70  833,924.23  68.97%  121,589.99  10.06%  253,672.47  20.98%  

2017  1,700,204.86  1,349,415.40  79.37%  83,181.86  4.89%  267,607.59  15.74%  

2018  1,382,563.42  1,035,112.00  74.87%  67,280.94  4.87%  280,170.48  20.26%  

2019  1,562,003.91  1,223,176.54  78.31%  69,688.55  4.46%  269,138.82  17.23%  

2020  1,645,542.36  1,380,555.21  83.90%  40,834.98  2.48%  224,152.18  13.62%  

2021  1,457,244.89  1,142,953.56  78.43%  49,692.87  3.41%  264,598.46  18.16%  

(source: Port of Bar, 2022)  

  

2.2 Objective of research  

  

Objective of reasearch has following components: - identification of environmental aspects in 

the cargo handling process with dry bulk cargoes; - identification of factors which causing 

environmental aspects; - defining interconnections between environmental aspects and port 

equipment maintenance; - defining environmental priorities based on identified environmental 

aspects.  

  

2.3 Hypothesis of reasearch  

  

H: An environmental priority in a port depends on port equipment maintenance, too.  

  

2.4 Research methodology  

  

Elements of methodology used for conducting this research is shown with the Table 3. Raws of 

the Table 3. reffered to methodology phase whose resuslts are presented in this paper (in total 

or partially) are shadowed.  
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Table 3. Elements of methodology  
PHASE (Fi)  DOCUMENTARY BASE/FORM OF DATA SYSTEMATIZATION   PLANNED  

RESULT (PRj)  
FZ1: Throughput 
structure analysis  
(yearly)  

 

 PR1: Share (%) 

of cargo group 

in overall 

throughput  

  

 (t)  quantity  
(t)  

share 

(%)  
quantity  

(t)  
share 

(%)  
quantity  

(t)  
share 

(%)  

                

  

Documentary base   
Report on throughput structure per year    ) ( Port Information System   

  
Form of data systematizaton   

Y ear   Throughput  Dry bulk   Ro - R o /   general   Liquid   
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Table 3. - continuation  

 
FZ2: An analysis of 
cargo handling 
technology, per 
cargo  
types, ci, and operations, 

oj  

 ci  phases, PHjk  operation –  all pahses,  

 all phases,  
Ejm  

Rjl  

PR2: Identified types 

of port equipment, 

Ejm, used in 

realization of 

handling operation 

with concrete type 

of dry bulk cargo  

  
...           

 

  
Operation: Vagon – Closed warehouse – used resources 

(given as an exapmple)  
FZ3: Identification of 

environmental aspects, 

EAjk, per dry bulk 

cargo types and 

operations (excluding 

dangerous goods)  

 

Documentary base  

 
- documentation related to cargo handling process planning, 

realization and control;  
- literature sources,  
- standard – general international and specific for port operations.  

  
Form of data systematizaton  

 
  

Cargo  
type, ci  

Operation,  
oj  

Operation 

phases, 

PHjk  

Environmental aspects per 

operation phase, EAjk  

...        
 

PR3: Environmental 
aspects per dry bulk 
cargo types and 
operations, EAjk: 

Emissions to Air (E- 
A), Releases to  
Water (R-W), Waste  
Management (WM), 
Contamination of 
Land (C-L), 
Consumption of 

Natural Resources 
and Raw Materials  
(C-R), Other  
Environmental  
Issues – noise (O-N) – 

odors (O-O).  
 

Documentary base   
Cargo Handling Technology    
per cargo type and operations with that type of cargo ( )   

  

  
Form of data systematizaton   
  

Cargo  
type,  

Operation,  
o j 

  

Description of  
operation per  

Used  
resou rces per  

Port  
equipment  –   
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Table 3. - continuation  
FZ4: Defining level of 
risk of environmental 
pollution, Rjk, related to 

environmental aspects,  
EAjk  

  

Documentary base  

 
- documentation related to cargo handling process planning, 

realization and control;  
- literature sources,  
- standard – general international and specific for port operations.  

  
Form of data systematization  

 
  

PR4: Defined level  
of risks of 

envirinmental 

pollution, Rjk,  
related to 

environmental 

aspects, EAjk   

Environmental aspects, EAjk  Risks, Rjk   
    

 
FZ5:  
Generalization of 

environmental 

aspects per 

operations with 

dry bulk cargo 

(excluding 

dangerous 

goods)  

Documentary base  

 
- documentation related to cargo handling process planning, realization and 

control;  
- literature sources,  
- standard – general international and specific for port operations.  

  
Form of data systematization  

 
  

PR5:  
Environmental 
aspects per 
operations with 
dry bulk cargoes  
- summary  

  

Operation, O  Environmental aspects per 

operation – all, E  
 

    
FZ6: Identifying  

classes of factors 

which generate 

environmental 

aspects, EAjk, per 

operations and dry 

bulk cargo types  

Documentary base  

 
- documentation related to cargo handling process planning, realization and 

control;  
- literature sources,  
- standard – general international and specific for port operations.  

  
Form of data systematization  

 
  

Cargo  
type, ci  

Operation,  
oj  

Environmental 

aspects, EAjk  
Classes of factors, Fjk, 

which are generating 

environmental aspects, 

EAjk  
...        

 

PR6: Classes of 

factors, Fjk, 

which generate 

environmental 

aspects, EAjk, per 

operations and 

dry bulk cargo 

types  

FZ7: An analysis 

of class of 

factors related to 

port equipment 

used in the 

handling 

operations with 

dry bulk cargo   

Documentary base  

 
- documentation related to cargo handling process planning, realization and 

control;  
- literature sources,  
- standard – general international and specific for port operations.  

PR7: Elements 

of class of 

factors related 

to port 

equipment  
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Table 3. - continuation  
FZ8: Establishing 
data base for 
defining 
correlations 
between 
environmental 
aspects, EAjk, and 

parameters  
which  
characterize port 
equipment 

maintenance,  
EMjm  

Documentary base  

 
- documentation related to cargo handling process planning, realization and 

control;  
- literature sources,  
- standard – general international and specific for port operations.  

  
Form of data systematization  

 
  
A) Identification environmental aspects (EAjk) directly caused by factors 

related to port equipment, Ejm (defining data series)  
No.  Date   Shift  Time  EAjk  Description  Quantification  Port 

equipment,  
Ejm  

...                

  
B) Identification of parameters related to port equipment maintenance, EMjm, 

causing environmental asepcts (defining data series)  
No.  EAjk  Port equipment, Ejm  Parameters related to 

maintenance, EMjm  

        

  

PR8:  
Established data  
series for 
defining 
correlations 
between 
environmental 
aspects, EAjk, and 
parameters  
which 
characterize 
port equipment 

maintenance,  
EMjm  

FZ9: An analysis 

of role and 

importance of 

the port 

machinery in 

context of 

identified 

elements of class 

of factors related 

to port 

equipment  

Documentary base  

 
- documentation related to cargo handling process planning, realization and 

control;  
- literature sources,  
- standard – general international and specific for port operations.  

PR9: Identified 

role and 

importance of 

maintenance of 

port equipment 

maintenance  

Remark: “FZ” – phase of the methodology: “PR” – planned result of methodology phase;  

   

3. Results of Research  

3.1 Result: Identified types of port equipment used in the handling operations with dry 

bulk cargoes  

  

Based on the defined cargo handling technoologies with dry bulk cargoes (Port of Bar, 2022), 

in the Table 4. are presented results of analyses of port equipment classes used in the handling 

operations with dry bulk cargoes.  
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Table 3. - continuation  

Table 4. Port equipment per cargo handling operations  
Cargo  Operations  Port equipment (moveable)    

GC  MHC  MH  SL  MC  WL  FL  TR  grab  spreader  
DBC - Dry bulk  DBC1 - wagon – 

open storage area 

(and vice versa)  

*          *      *    

DBC2 -wagon – 

closed 

warehouse (and 

vice versa)  

    *      *      *    

DBC3 -Truck – 

open storage area 

(and vice versa)  

          *          

DBC4 -Truck – 

closed 

warehouse (and 

vice versa)  

          *          

DBC5 - 
Container – 
closed  
warehouse  
(tipping)  

          *    *      

DBC6 -Stuffing 

containers  
          *          

DBC7 -Ship - 

open storage area 

(and vice versa)  

  *              *    

  

FZ10: 
Establishing 
mathematical  
correlations 
between 
parameters 
characteristic for 
environmental 
aspects, EAjk 
(quantiy of 
spilled cargo, 
intensity of 
emissions in air,  
...) and 
parameters  
related to port 

equipment 

maintenance, Ejm  

Documentary base  

 
- documentation related to cargo handling process planning, realization and 

control;  
- literature sources,  
- standard – general international and specific for port operations,  
- data series formed through the previous phases of methodology 

implementation .  

PR10:  
Mathematical  
correlations 
between 
parameters 
characteristic  
for  
environmental 
aspects, EAjk 
(quantiy of 

spilled cargo, 
intensity of 
emissions in air,  
...) and 
parameters  
related to port 
equipment 

maintenance,  
Ejm  
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 - continuation  

Table 4. 

  DBC8 -Ship – 

closed 

warehouse 

(and vice 

versa)  

  *            *  *    

DBC9 -Ship –  
silo  

*                *    

DBC10 – Silo 

– ship  
      *              

DBC11 - 
Wagon – silo 

(and vice 

versa)  

          *          

DBC12 -Truck 

– silo (and 

vice versa)  

                    

Remark: GC – gantry crane; MHC – mobile harbour crane; MH – material handler; SL – ship 

loader; MC – mobile crane; WL – wheel loader; FL – fork lift; TR – truck;   

  

3.2 Result: Generalization of environmental aspects per operations with dry bulk 

cargoes  

  

In the Table 5. are identified environmental aspects per cargo handling operations with dry bulk 

cargoes (general case related to dry bulk cargoes as a class): Emissions to Air (E-A), Releases 

to Water (R-W), Waste Management (W-M), Contamination of Land (C-L), Consumption of 

Natural Resources and Raw Materials (C-R), Other Environmental Issues - noise (O-N), odors 

(O-O).  

  

Table 5. Environmental aspects in the handling operations with dry bulk cargoes  
Cargo  Operations   Environmental Aspects (top five)   

E-A  R-W  W-M  C-L  C-R  O-N  O-O  
DBC - 

Dry 

bulk  

DBC1 - wagon – open 

storage area (and vice 

versa)  

*  *  *    *  *    

DBC2 -wagon – closed 

warehouse (and vice versa)  
*  *  *    *  *    

DBC3 -Truck – open 

storage area (and vice 

versa)  

*  *  *    *  *    

DBC4 -Truck – closed 

warehouse (and vice versa)  
*  *  *    *  *    

DBC5 -Container – closed 

warehouse (tipping)  
*  *  *    *  *    

DBC6 -Stuffing containers  *  *  *    *  *    
DBC7 -Ship - open storage 

area (and vice versa)  
*  *  *    *  *    

DBC8 -Ship – closed 

warehouse (and vice versa)  
*  *  *    *  *    

DBC9 -Ship – silo  *  *  *    *  *    
DBC10 –Silo-ship  *  *  *    *  *    
DBC11 -Wagon – silo (and 

vice versa)  
*  *  *    *  *    
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DBC12 -Truck – silo (and 

vice versa)  
*  *  *    *  *    

Number  
of  
appeara 

nces  

12  12  12  12    12  12    

  

  

3.3 Result: Classes of factors which generate environmental aspects - general  

  

Based on the results of analyses shown with tables 4. and 5., per each operation with dry bulk 

cargo can be defined relations between environmental aspects and port equipment used in 

operations in a form of matrix (as examples are given: Table 6. – a matrix related to operation 

DBC1 – wagon to open storage area (and vice versa); Table 7. – a matrix related to operation 

DBC2 – wagon to closed warehouse (and vice versa).  

  

Table 6. Matrix related to operation DBC1 – wagon to open storage area (and vice versa)  
Port 

equipment  
 Environmental Aspects (top five)   

E-A  R-W  W-M  C-L  C-R  O-N  O-O  
Gantry crane  *  *  *    *  *    
Wheel loader  *  *  *    *  *    
Grab  *  *  *      *    

  

Table 7. Matrix related to operation DBC2 – wagon to closed warehouse (and vice versa)  
Port 

equipment  
 Environmental Aspects (top five)   

E-A  R-W  W-M  C-L  C-R  O-N  O-O  
Material 

handler  
*  *  *    *  *    

Wheel loader  *  *  *    *  *    
Grab  *  *  *      *    

  

Principal classes of factors which generate environmental aspects are, Fjk:  

- F1k - Human factors (improper operating, opening grab at the bigger heights than 

recommended, ...);   

- F2k – Factors related to port infrastructure (problems with power supply, ...);  

- F3k – Factors related to port equipment: technical and exploitation performances of port 

equipment (energy consumption per hour, etc.); port equipment technological 

adequacy; port equipment downtime frequency; port equipment life cycle phase; etc.;  

- F4k – Cargo characteristics;  

- F5k – Factors related to port warehouses (open and closed); -  F6k – Factors related 

to system of dust reduction/elimination;  

- F7k – Factors related to system of surface waters treatment; etc.  

  

3.4 Result: Role and importance of port equipment maintenance  

  

Resepcting two groups of previously presented results – established correlation between 

environmental aspects and port equipment per cargo handling operation and recognized group 

of factors related to port equipment as one of environmental aspects generators, than role and 
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importance of the port equipment maintenance and its correlation with environmental aspects 

can be clearly recognized.   

  

Like other industries with the need for consistent turnaround rates, the shipping industry 

depends on port equipment and trained operators to maximize uptime. Improper maintenance 

can significantly decrease the productivity rates projected during an operational assessment 

(https://blog.sennebogen-na.com). General inter-connections between cargo handling system 

and port equipment maintenance system in a seaport are very complex (Delovic a, 2005).  

  

Previous analyses have established that one of the basic patterns of the appearance of 

environmental aspects is downtime in the exploitation of port equipment.   

The negative consequences of environmental aspects (their character, volume and intensity) are 

determined by the parameters that determine downtime (type of downtime, its manifestation, 

...)  

  

Previously mentioned represent a key basis for identifying the role of maintenance in the 

optimization of environmental aspects in the handing process with dry bulk cargoes. The role 

of maintenance is minimization of both: the number of occurrences and the duration of 

downtime, respecting the adopted management criteria  

  

Introducing the effects of maintenance activities (in the optimization of environmental aspects 

during cargo handling operations) into the optimal area implies adequately modeled and 

appropriately implemented actions on:  

• establishment of the optimal maintenance organizational model;  

• choosing the optimal maintenance concept;  

• optimal use of maintenance resources (maintenance personnel; maintenance materials; spare 

parts; machines; tools; equipment; maintenance workshop); etc.  

  

At the same time, all elements of the maintenance system should be constantly improved.  

  

3.5 Result: Elements of correlation between the port equipment costs and costs related 

to environmental aspects  

  

The necessity of optimal implementation of maintenance activities in order to minimize the 

number of occurrences and the duration of the state of "out of order" (downtime) of port 

equipment can be illustrated from the aspect of costs that are a consequence of its downtime in 

the cargo handling process. The costs, Cu, that occur during this can be mathematically 

interpreted as follows (on the basis of (Delovic b, 2005):  

  
n 

Cu ci          (1)  
i 1 

  

where: ci – costs components (i = 1, 2, ..., n);  

  

Respecting the objective of the subject research, the following two components of costs are 

considered in particular:  
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• c1 – costs of interrupting the cargo handling process;  

• c2 – costs of environmental aspects;  

  

Components c1 and c2 are of complex structures.  

  
m 

c1 c1j          (2)  

j 1 

  

where: c1j – components of costs of interrupting the cargo handling process (j = 1, 2, ..., m);  

  

The most significant (with the largest share) components of costs c1 are: c11 

– costs that are a consequence of reducing labor productivity;  

c12 – costs that are a consequence of "pausing" in the time allowed for the execution of the 

service;  

c13 – costs incurred due to the reduction of the labor force utilization ratio; c14 – costs 

incurred due to the reduction of the coefficient of utilization of port equipment; c15 – costs 

of reducing the trust of service users towards the port; ...  

  
p 

c2 c2k          (3)  

k 1 

  

where: c2k – components of costs related to environmental aspects (k = 1, 2, ..., p);  

  

From the set of c2k cost components, the following are specifically mentioned:  

  

c21 – costs of prevention and removal of consequences of air emissions; c22 

– costs of prevention and removal of consequences of releases to water; c23 

– waste management costs; c24 – costs related to the consumption of energy 

and natural resources; c25 – costs of prevention and elimination of noise 

consequences; ...  

  

By defining the above mentioned (and other) cost components in a certain time interval, the 

basis for quantifying the role of maintenance in the process of optimizing (reducing to absolute 

minimum) the negative effects of environmental aspects during cargo handling is established.  

  

4. Discussion and Conclusions  

  

Results of the research shown in this paper confirm following top five environmental aspects 

in the handling operations with dry bulk cargoes in the Port of Bar (Montenegro): emissions to 

air, releases to water, waste management, consumption of natural resources and raw materials 

and noise.  
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Based on the identified priority environmental aspects, environmental priorities for the Port of 

Bar can be defined: Air Quality, Water Quality, Port Waste, Ship Waste, Energy Efficiency 

(Energy Consumption), Noise, Local Community.  

By the results of research, its starting hypothesis is confirmed: based on identified correlations 

between environmental aspects in the handling operations with dry bulk cargo and port 

equipment maintenance, and clear links among environmental aspects and environmental 

priorities, conlusion is that an environmental priority in the port depends on port equipment 

maintenance, too.  

All defined objectives of the research are achieved: environmental aspects in the cargo handling 

process with dry bulk cargoes (per operations) are identified; - factors which causing 

environmental aspects are identified; - interconnections between environmental aspects and 

port equipment maintenance are defined; - environmental priorities based on identified 

environmental aspects are defined, too.  

Author plans to continue researches in this field in accordance with defined methodology, 

trying to define relations which adequately describe interconnections between parameters wich 

characterize environmental aspects and parameters which characterize port equipment 

maintenance.  
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Ultrasound-assisted extraction of the industrial apple pomace: the 

effect of solvent and sonication time on antioxidant and 

antimicrobial activities 

Faraja Gonelimali1,2*, Beatrix Szabó-Nótin1, Mónika Máté1 

Abstract: Byproducts from agro-industrial processing of fruits contain an enormous amount of 

bioactive compounds most of which are useful in food additives. Proper extraction and 

processing of these compounds are still challenging for their use in food, medicine and 

cosmetics. In this study, the effects of solvent type and sonication time on antioxidant and 

antimicrobial activities of the industrial apple pomace were investigated. Food-grade solvents; 

water, ethanol and acetone were used to obtain extracts from the dried pomace by sonicating 

for 0, 10, 35 and 60 minutes at 40 kHz. Total phenolic content (TPC), antioxidant and 

antimicrobial activities were determined by the Folin ciocalteu, Ferric reducing ability of 

plasma (FRAP) and Agar well diffusion methods respectively. Results indicated that acetone 

was the best solvent for extracting the apple pomace. It resulted in significantly highest TPC 

(1.64 - 2.08 mg GAE/g DW) and antioxidant (0.97 - 1.19 mg AAE/g DW) compared to ethanol, 

TPC (0.95 - 1.35 mg GAE/g DW) antioxidant (0.59 - 0.61 mg AAE/g DW) as well as water 

TPC (0.48 - 0.63 mg GAE/g DW) antioxidant (0.25 - 0.42 mg AAE/g DW). Moreover, acetone 

was the only solvent that produced extracts exhibiting antimicrobial activity (Diameter of 

inhibition zone = 9.33 - 11.00 mm). Sonicating the acetonic pomace for 10 minutes yielded 

extracts with the best TPC, antioxidant and antimicrobial activity. Acetone should be regarded 

as the best solvent in producing food additives rich in antioxidants and antimicrobials from the 

apple pomace as far as ultrasound-assisted extraction is concerned.   

Keywords: Apple pomace, Ultrasound-assisted extraction, Antioxidant, Antimicrobial, Food 

additives 

1. Introduction

Agro-industrial waste from fruit processing industries contains an enormous quantity of 

bioactive compounds, particularly polyphenols. For a long time, there has been an interest in 

exploiting the use of these compounds in food additives, cosmetics and pharmaceuticals 

(Peschel et al. 2006; Carunchia et al. 2015; Lizcano et al. 2019; Fernandes et al. 2021). The 

Polyphenol group is comprised of phenolic acids, anthocyanins and flavonoids. These 

compounds make fruits an important and healthy foods thanks to their contribution on flavor, 

color and antioxidant activities (Carvalho and Conte-Junior, 2021). During fruit processing to
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produce juices, huge quantities of these compounds are left in the byproducts called pomace. 

Pomace is the solid byproducts of fruit processing obtained after pressing fruits to squeeze out 

the juice. 

Apples (Malus domestica) are important agro-industrial fruits that are processed to produce 

juice, wine and cider. Processing of the apples results in the production of enormous amounts 

of apple pomace that are richer in polyphenols than the obtained juices (van der Sluis et al. 

2005; Persic et al. 2017). Polyphenols are the major chemical compounds present in the apple 

pomace and some of the specific compounds include chlorogenic acid, catechin, epicatechin 

and hydrocinamic acid (Fernandes et al. 2019b; Li et al. 2020). These compounds play an 

important role in the health properties of the apples (Koutsos and Lovegrove, 2015; Rana and 

Bhushan, 2016), complimenting a famous phrase “An apple a day keeps the doctor away”. 

Other constituents of the apple pomace that has found wide application in food products include 

pectin and dietary fibers (Paraman et al. 2015; Naqash et al. 2017). Generally, compounds found 

in the apple pomace make the pomace a potential source of raw materials for food additives.     

Apple pomace can be regarded as an important source of food additives thanks to their 

antioxidant properties and antimicrobial activity among others, of their polyphenol compounds. 

Aqueous and organic solvents extracts of the apple pomace exhibit an interesting gargantuan 

antioxidant property (Benvenutti et al. 2019; Carpes et al. 2021; Manzoor et al. 2022). The 

antioxidant is of paramount importance in the food industry as it is a cornerstone of healthy 

foods. It slows oxidation, a naturally occurring phenomenon in our bodies that results in the 

formation of free radicals which cause aging, inflammation and chronic diseases including 

cancer (Shahidi and Ambigaipalan, 2015). Moreover, extracts from apple pomace display 

antimicrobial activity against a wide range of microorganisms (Carpes et al. 2021; Hammad et 

al. 2021). These properties can be studied further and exploited for developing natural food 

additives to replace commonly used synthetic preservatives and antioxidants most of which are 

increasingly becoming concerned regarding their effect on consumers’ healthy. 

Therefore, this study aimed at investigating the effect of solvent selection and sonication time 

on antioxidant and antimicrobial properties of the apple pomace extracts by ultrasound-assisted 

extraction. 

2. Material and Method

2.1 Sample preparation 

Apple pomace samples (2020/2021 harvest season) were collected from a juice processing 

factory (Agrana Juice ltd, Hungary). The pomaces were dried at 60°C in a circulating air oven 

(LP 232/1, Hungary) for 3 hours to a moisture content of about 10% followed by further drying 

at a vacuum oven (60°C, 65 mbar) for another 3 hours to reach a final moisture content of about 

4%. The dried apple pomace was ground into powder using a multi chopper grinder 

(PRINCESS) for 20 seconds followed vacuum package and stored in the glass desiccator jar 

until the day of the extraction. 

2.2 Extraction 

Extraction was done using the ultrasound-assisted extraction method as described by Riaz et al. 

(2018) with some modifications. Briefly, 10 g of apple pomace powder were mixed with 200 

mL water, acetone (80%) and ethanol (80%) in flasks. The flasks were then placed in a water 

bath ultrasonic device (HBM 16 liter, Netherlands). Samples were sonicated at 40 kHz, and 240 

watts at 20°C for 0, 10, 35 and 60 minutes. After sonication, the pomace was allowed to stay in 
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contact with the solvent overnight (15 hours) at room temperature followed by centrifugation 

and then filtration on filter paper under a vacuum. The solvent was removed to about one-third 

under rotary evaporation (IKA, RV10) followed by further drying at 60°C circulating air oven 

for complete drying. The amounts of obtained residues were determined and the extraction 

recovery was deduced using the equation given below. The residues were then dissolved in 

water to obtain a final concentration of 400 mg/mL and stored at -20°C. 

𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦 (%) = (𝑊𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑒𝑥𝑡𝑟𝑎𝑐𝑡 ÷ 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑜𝑚𝑎𝑐𝑒) × 100 

Where weight of extract is the weight of residues obtained after removal of extraction solvent 

(g) and weight of the pomace is the initial apple pomace weight mixed with a solvent (10g)   

2.3 Total phenolic content 

Total phenolic content (TPC) was determined by the Folin ciocalteu method (Singleton and 

Rossi, 1965). Briefly, 1250µL of the Folin reagent (10% v/v) was pipetted into a test tube 

followed by 50µL of methanol (80%). Then, 200 µL of the prepared extracts (Dilution 100×) 

were added and the mixture was allowed to stand for 3 minutes followed by the addition of 

1000µLm of the Na2CO3 solution (74.2 g/L). The mixture was well shaken and incubated in a 

water bath at 50°C for 5 minutes followed by reading the absorbance at 760 nm on a 

spectrophotometer (HITACHI 2900). Gallic acid was used to prepare the calibration curve (R2 

= 0.99) and the results were expressed as mg gallic acid equivalent/g dry weight (mg GAE/g 

DW) apple pomace.   

2.4 Antioxidant activity 

Antioxidant activity was determined by the Ferric Reducing Ability of Plasma (FRAP) method 

(Benzie and Strain, 1996). Briefly, the FRAP reagent was prepared by mixing 3.6 mM Sodium 

acetate buffer, 20 mM FeCl3.6H2O and TPTZ (10 mM TPTZ: 40 mM HCL) in a ratio of 10:1:1.  

1500µL of the prepared FRAP reagent was pipetted in the test tube followed by 20µL of the 

extracts (Dilution 10×) and 30µL of the distilled water. The mixture was then well shaken and 

allowed to stand for 5 minutes at room temperature followed by measuring the absorbance at 

530nm using a spectrophotometer (HITACHI 2900). Ascorbic acid was used to prepare the 

calibration curve (R2 = 0.99) and the results were expressed as mg ascorbic acid equivalent/g 

dry weight (mg AAE/g DW) apple pomace. 

2.5 Antimicrobial activity 

Antimicrobial activity on the microorganism of food interest, Listeria innocua CCM9030, was 

determined using the agar well diffusion method as described by Balouiri et al., (2016) and 

Morgan et al., (2022) with some modifications. Briefly, bacteria cells were grown overnight on 

a Trypticase soy agar (TSA) slant to obtain fresh bacteria cells. Fresh colonies from the TSA 

slants were then suspended in peptone water (8.5g/L NaCl; 1g/L peptone) and the concentration 

of cells was adjusted to 0.5 McFarland standard (1.5×108 cells /mL) using McFarland 

Densitometer (DEN-1B, BioSan) followed by dilution (10×) in peptone. 100µL of the prepared 

bacteria cells (1.5×106 cells/mL) was mixed with 25 mL of molten TSA medium in a sterile 

petri dish. Upon solidification, small wells (6 mm) were made using a sterile tip followed by 

the addition of 100µL of the apple pomace extracts (400mg/mL) in the respective wells. Water 

(a solvent used for dissolving the extracts) was added to the respective wells as a negative 

control. The plates were then left in the biosafety cabinet for 30 minutes to allow the extracts 

to diffuse into the media. Thereafter, the plates were incubated at 37°C for 24 hours. The 
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presence of clear zones of inhibition around wells was observed under the light and the diameter 

was measured using a ruler.   

2.6 Statistical analysis 

All experiments were done in triplicate or more. There were two investigated factors; Type of 

solvent which had three levels (Acetone, water and ethanol) and Sonication time which had 

four levels (0, 10, 35 and 60 Minutes). Normal distribution and homogeneity of variance 

assumptions were checked by Kolmogorov -Sminorv and Levene’s tests respectively. Two-

factor complete randomized ANOVA was used for analysis. A Posthoc test using Turkey was 

conducted for the factors that had shown significant effect at 95% confidence. The evaluation 

was done using the statistical software IBM SPSS version 20. 

3. Results  

Extraction recovery of apple pomace was highly influenced by the solvent type F (2, 24) = 

20.78, p˂0.001 with water resulting in a significantly high amount of the extracts compared to 

acetone and ethanol. Sonication time alone didn’t influence the extraction recovery F (3, 24) = 

1.49, p = 0.24, however, the factor had an influence when interacted with the solvent type F (6, 

24) = 4.72, p˂0.01. The effect of sonication time was observed on acetone and water only (Table 

1). 

Both solvent type and sonication time had a significant effect on the total phenolic content 

(TPC) of the apple pomace extract, F (2, 24) = 272.17, p˂0.001 and F (3, 24) = 3.84, p˂0.05 

respectively. Moreover, Interaction between solvent type and sonication time had a significant 

effect on TPC yield F (6, 24) = 3.68, p˂0.01 (Table 2). 

The solvent type had a strong influence on the antioxidant activity of the apple pomace extracts 

F (2, 57) = 330.54, p˂0.001. Contrary, Sonication time didn’t have effect on the antioxidant 

activity F (3, 57) = 2.48, p=0.07. The influence of sonicating time was significant only on 

interacting with the solvent type F (6,57) = 4.78, p˂0.001 (Table 3). 

Antimicrobial activity of the apple pomace extracts was strongly influenced by solvent type F 

(2,55) = 6251.33, P˂0.001, Sonication time F (3, 55) = 8.47, p˂0.001 and the interaction of the 

two factors F (6,55) = 8.19, p˂0.001. Both ethanol and water resulted in extracts that couldn’t 

manifest antimicrobial activity against the tested strain (Table 4). 

 

Table 1. Effect of solvent and sonication time on extraction recovery from apple pomace.  

Sonication time 

(Minutes) 

Extraction recovery (%) 

Acetone Ethanol Water 

0 27.89 ± 4.22aA 30.20 ± 1.85aA 37.10 ± 0.87bB 

10 31.80 ± 0.36aB 29.73 ± 0.46aA 35.20 ± 3.27bAB 

35 29.30 ± 2.16aAB 30.80 ±1.56aA 33.23 ± 0.25bAB 

60 29.97 ± 0.57aAB 31.37 ± 1.23aA 30.57 ± 3.22aA 

Data represent means of triplicate measurements ± Standard deviation. Superscript small letters 

indicate the presence/absence of significant differences along the row. Superscript capital letters 

indicate the presence/absence of significant differences along the column.  
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Table 2. Effect of solvent type and sonication time on Total phenolic content of the apple 

pomace 

Sonication time 

(Minutes) 

Total phenolic content (mg GAEg-1 DW) 

Acetone Ethanol Water 

0 2.05 ± 0.12cAB 1.22 ± 0.10bAB 0.48 ± 0.06aA 

10 2.08 ± 0.19cB 0.95 ± 0.08bA 0.63 ± 0.04aA 

35 1.64 ± 0.20cA 0.99 ± 0.05bAB 0.55 ± 0.20aA 

60 1.95 ± 0.12cAB 1.35 ± 0.27bB 0.50 ± 0.15aA 

Data represent means of triplicate measurements ± Standard deviation. Superscript small letters 

indicate the presence/absence of significant differences along the row. Superscript capital letters 

indicate the presence/absence of significant differences along the column.  

 

Table 3. Effect of solvent type and sonication time on antioxidant activity of the apple 

pomace.  

Sonication time 

(Minutes) 

Ferric reducing ability of plasma (mg AAEg-1 DW) 

Acetone Ethanol Water 

0 0.92 ± 0.16cA 0.61 ± 0.07bA 0.42 ± 0.05aB 

10 1.19 ± 0.19cB 0.59 ± 0.04bA 0.30 ± 0.07aA 

35 1.07 ± 0.13cAB 0.58 ± 0.06bA 0.29 ± 0.05aA 

60 0.97 ± 0.10cAB 0.59 ± 0.04bA 0.25 ± 0.05aA 

Data represent means of triplicate measurements ± Standard deviation. Superscript small letters 

indicate the presence/absence of significant differences along the row. Superscript capital letters 

indicate the presence/absence of significant differences along the column.  

 

Table 4. Effect of solvent type and sonication time of apple pomace extracts on inhibition 

zones of the bacterium Listeria innocua.  

Sonication time 

(Minutes) 

Diameter of the inhibition zone (mm) 

Acetone Ethanol Water 

0 11.00 ± 1.00B NA NA 

10 10.00 ± 0.00AB NA NA 

35 10.50 ± 0.58B NA NA 

60 9.33 ± 0.52A NA NA 

Data represent means of triplicate measurements ± Standard deviation. Superscript capital 

letters indicate the presence/absence of significant differences along the column. NA means the 

inhibition zones were not observed thus statistical analysis was not done 

 

4. Discussion and Conclusions 

Sonicating the pomace in acetone for 10 minutes resulted in a significantly higher quantity of 

extracts compared to that without sonication, however, further sonication resulted in a decrease 

of the extracts to levels similar to the one without sonication (Table 1). Similar results on 

aqueous extracts were observed by (Grigoras et al. 2013) who reported the extraction recovery 

of 27 – 42% for apple pomace from various cultivars. However, for ethanolic extracts, they 

observed a recovery of 9 – 14% which was much lower than ours. Observation of significant 

high values of extraction recovery of water extracts could be due to the polarity index of water 

where it is highly polar than the two solvents thus dissolving a wide range of compounds such 

as polysaccharides and free sugars (Fernandes et al. 2019a) while acetone and ethanol 
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selectively dissolve nonpolar compounds. This is evidenced by the fact that although the 

recovery of the extracts using acetone and ethanol were the least, their biological activities; 

Total phenolic content (Table 2) and antioxidant activity (Table 3) were significantly much 

higher than that of water extracts.  

The solvent type showed the strongest influence on TPC compared to sonication time. 

Furthermore, the interaction between solvent type and sonication time had a higher influence 

on the yield of TPC compared to sonication time (Table 2). The highest amounts of TPC (1.95 

– 2.08 mg GAE/g DW) were obtained when acetone was used as extraction solvent and at all 

sonication times, the amounts of TPC were significantly higher in acetone than in the rest of 

the solvents. In ethanol, TPC ranged from 0.95 – 1.22 mg GAE/g DW while in water it ranged 

from 0.48 – 0.63 mg GAE/g DW. Similarly, Rana et al., (2015) obtained the highest amount of 

TPC 3.31 mg GAE/g DW pomace when 50% acetone was used as extraction solvent compared 

to ethanol (2.17 mg GAE/g DW). Renard et al., (2001) observed that there is an interaction 

between the cell walls of the apple pomace and the polyphenols and the interaction affects the 

extractability of the polyphenols. Their research reiterates that acetone being chaotropic, tends 

to lower the interaction of the polyphenols with the cell wall matrices and thus efficiency in 

extracting polyphenols from the apple matrices. The presence of a high amount amounts of TPC 

in acetone and subsequently lower in ethanol and water is also based on the fact that the polarity 

of acetone is lower than that of ethanol and the polarity of ethanol is lower than that of water. 

Thus, much of the polyphenol compounds were extractable in the least polar compound 

decreasing with an increase in the polarity of the solvent. These results suggest that acetone, a 

food-grade solvent, can be a reliable solvent in obtaining apple pomace extracts with a high 

amount of TPC.  

Similar to total phenolic content (TPC), at all extraction times, the antioxidant activity was 

significantly highest in acetone extracts, followed by ethanol and least in water extracts. As 

postulated in the TPC, high antioxidant activity in acetone extracts is attributed to the properties 

of the solvent where acetone has the least polarity followed by ethanol and the highest in water. 

Similar results were reported by Gharedaghi et al., (2020) where the acetonic extracts of apple 

pomace showed the highest antioxidant than ethanol and water. However contrary to our results, 

in their research, water extracts displayed higher antioxidants than ethanol. The results indicate 

that phenolic compounds present in the apple pomace are effectively extractable when a solvent 

with low polarity is used and thus as displayed by acetone and ethanol complementing a famous 

phrase in chemistry “like dissolves like”. In acetone, extracts without sonication (Time = 0) had 

a significantly low FRAP value compared to that sonicated for 10 minutes. However, the FRAP 

values dropped to values statistically similar to that without sonication as sonication time kept 

increasing to 60 minutes (Table 3). Similarly, Mieszczakowska-Frąc et al., (2016) observed that 

sonicating apple matrices for a longer time reduced the amount of polyphenols in water extracts. 

This can be due to the destructive effect of polyphenols on prolonged exposure to sonication 

(Grönroos et al. 2004; Wang et al. 2020). As far as ultrasound-assisted extraction is concerned, 

acetone is the best extraction solvent for apple pomace extracts with high antioxidant activity 

compared to ethanol and water.  

Similar to Total phenolic content (TPC) and Ferric Reducing Ability of Plasma (FRAP), 

antimicrobial activity was manifested on acetone, while it was neither observed on ethanol nor 

water extracts (Table 4). Zhang et al., (2016) also reported that acetone is capable of producing 

extracts with antimicrobial activity (E. coli and S. aureus) from ultrasound-assisted extraction 

of the apple pomace. Similarly, Zardo et al., (2021) observed that acetone resulted in apple 

pomace extract with the highest antimicrobial activity against S. enterica, S. aureus and E. coli 

compared to ethanol as well as methanol. Failure of the ethanol and water to produce extracts 
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with antimicrobial activity complements the observations made on TPC and FRAP values 

where the two properties were very weak compared to acetone. Interestingly and contrary to 

our expectations, within acetone extracts, it was observed that antimicrobial activity decreased 

to a significant lowest amount when the pomace was sonicated for the longest time (60 

minutes). A similar trend was observed on TPC as well as on FRAP. This suggests that 

sonication time is an important factor in the extraction of the apple pomace when using acetone. 

Sonicating the pomace longer reduces the amount of phenolic content as well as the biological 

activity of the pomace. 

Conclusively, The industrial application of bioactive compounds from agro-industrial waste 

products of fruit origin in food, cosmetics and pharmaceutical is hampered by the inefficiency 

in extracting and processing the compounds into a fine usable state. The effects of solvent 

selection and sonicating time on antioxidant and antimicrobial activities of the apple pomace 

were investigated. It was observed that the two factors highly impact the recovery of extracts 

from the pomace, the amount of polyphenol compounds, antioxidant and antimicrobial activity. 

Ten minutes was found to be the best sonication time to produce acetonic extracts with the best 

biological activity. The use of the apple pomace as a source of food additives for antioxidant 

and antimicrobial properties is promising. Acetone, a food-grade solvent has shown great 

reliability in extracting useful compounds from the pomace when using the ultrasound-assisted 

extraction method however, further studies such as optimization of the extraction process using 

the solvent and purification of the extracts are recommended.         
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Abstract: In this study, the fire resistance of slag based geopolymer concretes was investigated 

and the effect of silica fume (SF) on this resistance was determined. In slag based geopolymer 

concretes activated using 12M NaOH solution, 0, 5 and 10% by weight SF was substituted for 

slag. After the samples that completed their curing period were exposed to temperatures of 250, 

500 and 750 ºC for 1 hour, the mechanical (compressive and flexural strengths) properties of 

the samples were examined. As the SF substitution increased, the mechanical properties of the 

samples increased. While the SF substitution had a positive effect on the fire resistance of the 

samples. 

 

Keywords: Slag, geopolymer concrete, fire resistance, silica fume 

 

 

1. Introduction  

 

Advantages such as superior durability and mechanical properties, ease of production and 

application made concrete the most preferred material in the construction sector. In the 

production process of cement, which is an indispensable component of concrete, both excessive 

consumption of natural resources and CO2 gas emissions pose a great threat to a sustainable 

environment [1]. On the other hand, ordinary Portland cement (OPC) production also releases 

other harmful gases, including nitrogen oxide (NOx) and sulfur trioxide (SO3), which further 

accelerates global warming and contributes to acid rains [2].  
 

Geopolymer binders can be mentioned as the most environmentally friendly alternative to OPC, 

which has a very negative impact on the environment. Geopolymers formed as a result of 

activating aluminosilicate precursors obtained in the form of natural or industrial waste with 

alkali activators have many advantages compared to OPC. Examples of these advantages are 

performances such as superior mechanical properties, low permeability, good resistance to acid, 

sulfate and freeze-thaw effects [3], [4], [5], [6]. In addition to these advantages, the fact that 

geopolymer can take approximately 90% of its final strength in the first three days offers an 

advantageous use potential in critical applications [7].  

 

This study investigated the effect of SF addition on fire performance in slag-based geopolymer 

concretes. In the solid part, 0%, 5%, and 10% of silica fume was substituted into the slag and 

alkaline activation was achieved with a 12 M NaOH solution. The geopolymer concrete samples 

produced in this way were exposed to temperatures of 250, 500 and 750°C at the end of the 
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28th day. The compressive and flexural strengths of geopolymer concretes, which were kept 

for 1 hour at the specified temperature values, were investigated. Experimental findings clearly 

demonstrated that substitution of SF had a positive effect on fire performance of geopolymer 

concrete samples.  

 

2. Material and Method  

 

In this study, slag was used as the binder material. In the mixtures, 0, 5 and 10 % SF was 

substituted for slag. Additionally, the specific gravity and specific surface areas of slag and SF 

were determined as 2.86 and 2.25 g/cm3, 3996 and 17980 cm2/g, respectively. Table 1 presents 

the chemical compositions of slag and SF. Alkali activation of geopolymer concrete samples 

was obtained with 12 M NaOH solution prepared 24 hours before casting. In addition, river 

aggregates were preferred as fine (0-4 mm) and coarse aggregates (4-8 mm). 

 

Table 1. Chemical composition of slag and SF 
Component 

(%) 
SiO2 Al2O3 Fe2O3 CaO MgO SO3 S-2 Na2O K2O TiO2 Mn2O3 LOI 

Slag 32.47 9.94 1.25 32.45 9.31 0.82 0.33 0.31 0.85 1.16 3.51 3.6 

SF 83.40 1.20 0.60 0.40 8.80 0.60 - 1.00 1.40 - - 5.80 

 

The high temperature (250°C, 500°C and 750°C) performances of the geopolymer concretes, 

whose production phase was completed in this way, were investigated after 28 days of curing. 

The geopolymer samples, which were exposed to the specified temperature values for 1 hour, 

were left to cool in the air. Then, compressive strength and flexural strength tests were 

performed on geopolymer concretes. The compressive strength test was carried out in 

accordance with the ASTM C109/C109M-20b [8] and the flexural strength test was carried out in 

accordance with the ASTM C78-02 [9].  

 

3. Results  

 

3.1. Compressive strength of geopolymer concrete samples 

 

Fig. 1 shows the effect of SF substituted in different ratios on geopolymer concrete samples on 

high temperature performance. For the laboratory cured samples, the maximum compressive 

strength values were observed from geopolymer concrete samples consisted of 10% SF. Similar 

to the samples cured in the laboratory, 10% SF substitution resulted in the highest compressive 

strength values in all geopolymer concrete samples exposed to high temperatures. This situation 

demonstrated that the increase in the SF substitution rate significantly increases the compressive 

strength values. This was thought to be due to the fine structure of SF leading to a denser 

microstructure. Moreover, while the maximum compressive strength values of geopolymer 

concrete samples were observed at 250°C, minimum maximum compressive strength values 

were observed at 750°C. 
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Fig. 1. Compressive strength values of geopolymer concrete samples 

 

 

3.2. Flexural strength of geopolymer concrete samples 

 

The flexural strengths of the 28-day samples are given in Fig. 2. As can be seen in Fig. 2, with 

the increase of substitution of SF, flexural strength of geopolymer concrete samples increased 

dramatically. Increasing the SF substitution ratio from 0% to 5% increased the flexural strength 

values by about 3%, while the use of 10% of SF caused an increase of about 10% in the flexural 

strength values. With the addition of fine SF, the (-Si-O-Si-O-) bridge chains, which are 

facilitated to form, cause the particles to be tightly bound, resulting in a denser and more 

compact matrix structure. Here, this dense and compact matrix causes increases in compressive 

strength and flexural strength values [10].  

 

4. Discussion and Conclusions 

 

This paper investigated the effect of usage of SF at the different ratios on the mechanical 

properties of geopolymer concrete samples exposed to high temperatures. The obtained 

findings clearly demonstrated that with the increase of usage ratio of SF led to superior 

mechanical properties at all different temperature values. 

 

Acknowledgements 

 

The authors are grateful to Inonu University for their financial support for the projects FDK-

2020-2086 and FYL-2020-2371. 

 

 

 

0

10

20

30

40

50

60

70

80

90

25 °C 250 °C 500 °C 750 °C

C
o
m

p
re

ss
iv

e 
S

tr
en

g
th

, 
(M

P
a
)

Temperature

SF-0% SF-5% SF-10%

226



 
 

Fig. 2. Flexural strength values of geopolymer concrete samples 
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Abstract: At the advent of the 21st century and the era of Industry 4.0, the use of cloud computing 

has enormously risen across various sectors that includes, healthcare, home automation and 

agriculture. The field of cloud computing has evolved into a new paradigm namely edge computing 

in which Internet of Things (IoT) devices are used to make the applications more feasible.  But, the 

processes in edge computing are more time sensitive and resource allocations are elastic in nature. 

In order to cope up with these requirements, scheduling of processes across the IoT network plays 

a paramount role to achieve the necessary performance requirement. In order to strive for this 

performance, the master node in every IoT network schedules the processes by the Central 

Processing Unit (CPU) to achieve the maximum utilization.  In this paper we seek to come up with 

an improved scheduling algorithm for uniprocessor systems. Our proposed algorithm is called 

Variable Round Robin based Shortest Job First (VRS) Algorithm. A detailed result analysis after 

taking several scenarios, showed the proposed algorithm giving better results than traditional RR 

using same static time quantum and sometimes even better than SJF algorithm which is stated in 

the paper. 

 

Keywords: Internet of Things, CPU Scheduling, Round robin Scheduling, Shortest Job First 

Scheduling. 

 

Introduction  

At present a lot of real-world solutions are based on IoT technology along with cloud computing. 

In contrast to the traditional computing model, cloud computing gives the benefit of flexible 

resource usage, on demand consumption with dynamic allocation and pay-as-you-go feature which 

makes it convenient for implementing applications based the IoT architecture. Cloud Computing 

gives a heterogeneous environment to connect various IoT based devices to achieve a solution to 

real world problems. Most of the IoT application uses the concept of edge computing in which the 

storage and processing are brought closer to the peripheral devices on the network. Influence of 

Web 3.0 on the field of cloud computing has engendered a decentralized and distributed version of 

computing known as fog computing. All of these are possible because of Virtual Machines (VM) 

which are used widely used today. One common thing that hasn’t changed with all these 

advancements is the need of task scheduling algorithms. This is due to the fact that resource 
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utilization, efficient energy usage and acquisition delay are some of the primary parameters of these 

highly advanced real-time systems.  

Similar to scheduling of tasks in IoT, many complex hybrid algorithms are used by different 

operating systems for scheduling different processes. Windows Operating System has a Round 

Robin scheduling algorithm at its core, but the scheduling algorithm may change to First Come 

First Serve (FCFS) or Shortest Job First (SJF) according to specific scenarios to achieve maximum 

efficiency. Macintosh OS used non-pre-emptive scheduling prior to Macintosh Operating System 

X (OSX), and preemptive since then. OSX supports both multiple feedback queue scheduling and 

RR scheduling algorithms. The multilevel feedback queue algorithm partitions the ready queue into 

several different queues, allowing a process to move between queues. Each run queue in this 

algorithm has various priorities that are handled in different ways.  

 

Linus scheduler uses a complex scheme as its scheduling algorithm. It is a combination of 

preemptive priority and biased time slicing. The algorithm assigns longer/larger time quantum to 

higher priority tasks and shorter/smaller time quantum to lower priority tasks. For the past couple 

of years, many authors have introduced different variants of CPU scheduling to improve system 

performance. Most of them are achieved by coupling the base algorithm that is known to us like 

Priority, the shortest job first, and round-robin. The main problem that can occur while coming up 

with an efficient algorithm is starvation of processes [1].  

In IoT, designing an optimal scheduling algorithm should maximize the CPU utilization and 

throughput and minimize the latency and power consumption. Some researchers have proposed to 

increase the time quantum of RR after the first cycle and decrease it again in the next thus forming 

an alternate pattern that might lead to a reduction in turnaround time (TAT) for given burst time 

(BT) of processes [2]. SJF is an efficient algorithm that gives the shortest waiting time (WT) but 

the disadvantage of it is that it needs to have prior knowledge of the execution time of processes. 

Thus, it is best suited for only batch processes [3]. One of the best advancements to SJF is the 

highest response ratio (HRRN) [4]. It uses a task priority, which is calculated according to the 

equation   

 𝑊𝑇 (1)  

𝑃𝑟𝑖𝑜𝑟𝑖𝑡𝑦 = 1 +   

𝐵𝑇 

A longer waiting process will get priority by this method which reduces the overall WT [4].  

Another approach that was proposed is the blend of need-based planning calculation and RR that 

evaluates the priority-based RR CPU Scheduling. It has the benefit of effective CPU utilization 

along with the merit of a RR in reducing starvation [5]. A new RR-based scheduling algorithm for 

OS - dynamic quantum using the mean average [6] introduces a novel idea to estimate the average 

BT of the processes that are in the ready queue which is assigned as dynamic time quantum, after 

every CPU cycle. The shortest burst time priority and user priority is used as the basis of importance 

for scheduling the processes in the fair priority RR with dynamic time quantum.   
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In this paper, we introduce a hybrid approach for CPU scheduling by combining the two famous 

base algorithms - Shortest Job First and Round Robin. To add some heuristic into it we add two 

parameters alpha and variable time quantum (VTQ), which is explained in the latter part of this 

paper. We have compared our VRS algorithm with the scenarios presented in the other research 

papers. We conclude by discussing the results obtained with the help of a comparison table and 

give some ideas for future work.  

 Proposed Work  

In our proposed RR algorithm, a priority queue is used in place of the regular case as in the case 

of the traditional RR algorithm. Next process after the current time quantum cycle is finished is 

chosen from the priority queue, this process has the shortest burst time and is not the current 

process. However, there is no pre-emption if the remaining burst time of current process is within 

the range –  

  

 0.5 ∗ 𝑇𝑄 − 1.5 ∗ 𝑇𝑄  (2)  

   

 in this case the current process continues for another cycle of Time quantum. We have also 

introduced variable time quantum in our algorithm as opposed to the static time quantum used in 

traditional algorithm. As soon as 1 process completes its execution, Variable Time Quantum (VTQ) 

is made using the formula –  

  

 𝑎𝑙𝑝ℎ𝑎 ∗ 𝐵𝑇 [𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑝𝑟𝑜𝑐𝑒𝑠𝑠] + (1 − 𝑎𝑙𝑝ℎ𝑎) ∗ 𝑉𝑇𝑄  (3)  

   

where alpha is a variable which can be changed in accordance to the user's choice. The time 

quantum finally changes to VTQ when the CPU completes 5 CPU cycles. The visual 

representation of the algorithm can be seen in flowchart presented in Figure 1.  
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The steps for the algorithm are given below-  

  

1. Priority queue is used in place of the regular queue.  

2. Current process which needs to be given the time slice is selected based on the burst time 

of all the processes present in the ready queue.  

3. Process with the shortest burst time is selected.  

4. If the process has BT remaining after giving the time slice, it is pushed again in the ready 

queue.  

5. If the remaining BT is within the range of Eq.2, it is selected again as the current process.  

6. If the process completes after giving it the time slice, value of variable time quantum is 

changed according to the Eq.3, where alpha is variable for every case.  

7. The time quantum is changed to variable time quantum (rounded to nearest whole number), 

after every period of 5 CPU cycles.  

8. Steps for 2 to 7 are repeated until all the processes have completed.  

  

  

  
Figure  1:  Flowchart of VRS algorithm   
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Results and Discussions  

 In this section we have discussed the outcome of the VRS algorithm on various scenarios. Firstly, 

a case study is done using a custom scenario to test the VRS algorithm and compare it with basic 

scheduling algorithm (Section 3.1). Then a comparative study is done between VRS and other 

existing algorithms using the scenarios presented in four different research papers (Section 3.2). 

All the time values are measures in unit time.  

  

3.1 Case Study – VRS  

In the following scenario presented in Table 1, there are four processes with their process id (PID), 

arrival time (AT) and burst time (BT). For VRS algorithm to work, we need to decide the initial 

time quantum (TQ) and alpha value. In this scenario the value for TQ is 2 and alpha is 0.3. The 

Figure 2 showcases the scheduling done with VRS algorithm using Gantt Chart representation. We 

can see that VTQ value is updated whenever the remaining BT of process becomes 0. TQ value is 

changed to VTQ after every 5 cycles.  

  

Table 1 The sample scenario of four processes  

PID  AT  BT  

P1  0  8  

P2  2  2  

P3  6  3  

P4  9  1  

 

Figure 2: Gantt Chart representation for the given scenario VRS algorithm  

  

Table 2 shows the result of VRS program that was run on the given scenario. The table contains 

the details of arrival time (AT), burst time (BT), completion time (CT), turnaround time (TAT) and 

waiting time (WT) of all the processes. The total execution time for scheduling these 4 processes 

is 14. The average TAT comes out to be 5 and average WT is 1.5. The throughput is 0.285714.  
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Table 2 The outcome of the VRS algorithm on the 4 processes  

PID  AT  BT  CT  TAT  WT  

P1  0  8  14  14  6  

P2  2  2  4  2  0  

P3  6  3  9  3  0  

P4  9  1  10  1  0  

  

The comparison of VRS with RR, SJF and Shortest Time Remaining First (STRF) is presented in 

Table 3. It can be inferred from the table that VRS algorithm does a better job than both RR and 

SJF algorithms. VRS combines the best of both SJF and RR which makes it suitable for this 

scenario. This analysis is done on the basis of average turnaround time (Avg TAT) and average 

waiting time (Avg WT). It can be seen in this scenario, the result of STRF and VRS comes out to 

be same with respect to Avg TAT and Avg WT. This is not true for all scenarios but sometimes 

VRS can give the exact same result of base scheduling algorithms.   

  

Table 3 Comparison Table of VRS algorithm with other basic algorithms  

Algorithm  Avg TAT   Avg WT  

RR with TQ=2  6  2.5  

SJF  6.5  3  

STRF  5  1.5  

VRS Algorithm 

TQ=2 Alpha 

=0.3  

5  1.5  

  

  

3.2 Comparison of results with other research papers  

In this section, we have compared the results obtained from the VRS algorithm with the ones stated 

in different research papers using the exact same scenarios used in them. The four papers taken for 

this comparative study are: An Optimized SJF for CPU scheduling (Muhammad et al [7]), A novel 

hybrid of SJF and RR with dynamic variable quantum time task scheduling technique (Samir 

Elmougy et al [8]), A Modified Priority Preemptive Algorithm for CPU Scheduling (Kunal 

Chandiramani et al [9]) and Equitable Shortest Job First: A Preemptive Scheduling Algorithm for 

Soft Real-Time Systems (Mario Jean Rene et al [11]). All the comparison is done on the basis of 

Avg TAT and Avg WT.  
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Article 1: Muhammad et al [7] has taken a scenario in which there are 5 processes. All the processes 

come at different arrival time. It can be seen from Table 4 that VRS algorithm performs better than 

their proposed algorithm with margin of 0.4 units. The Average TAT and WT for VRS algorithm 

comes out to be 13 and 6.4 respectively.  

Table 4 Comparison Table of VRS algorithm with other algorithms presented in the paper  

Algorithm  Avg TAT  Avg WT  

RR with TQ=5  18  11.4  

SJF  13.2  6.6  

Muhammad et al [7]  13.4  6.8  

VRS Algorithm 

TQ=3 Alpha=0.3  

13  6.4  

  

 Article 2: Samir Elmougy et al [8] has taken a scenario in which there are 6 processes. All the 

processes come at different arrival time with some processes having a longer BT. It can be seen 

from Table 5 that the SJF algorithm performs the best in this scenario. Nevertheless, the VRS 

algorithm works better than the SRSQ of the comparing paper by a significant margin.  

Table 5 Comparison Table of VRS algorithm with other algorithms presented in the paper  

Algorithm  Avg TAT  Avg WT  

RR with TQ=8  67.83  51.5  

SJF  42.83  26.5  

SRSQ [8]  58.09  41.806  

VRS Algorithm 

TQ=8 Alpha=0.3  

44.833  28.5  

   

Article 3: Kunal Chandiramani et al [9] has taken two scenarios in their paper. The authors have 

compared their algorithm with a simple priority pre-emptive algorithm in their paper, so they have 

given each process some priority value. All the processes arrive at the same time. In VRS algorithm, 

no priority is used for the processes hence the algorithm will treat each process with equal priority.   

In the first scenario, there are 3 processes with their burst time and priority. VRS algorithm gives 

a better avg TAT and WT values as compared to other algorithms, which can be seen in Table 6. 

Since no priority is used in the VRS algorithm, it comes up with a better CPU scheduling than 

others.   
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Table 6 Comparison Table of VRS algorithm using Scenario 1  

Algorithm  Avg  Avg  

 TAT  WT  

Priority pre-emptive   14.00  8.33  

Modified Priority Preemptive 

TQ=2 [9]  

11.33  5.667  

VRS Algorithm  

TQ=2 Alpha =0.3  

(All processes have equal 

priority)  

8.67  3  

  

In the second scenario, there are 5 processes with their burst time and priority. In Table 7 also we 

can observe that the VRS algorithm performs better as compared to others in the second scenario 

which was presented in the paper.  

Table 7 Comparison Table of VRS algorithm using the Scenario 2  

Algorithm  Avg 

TAT  

Avg  

WT  

Priority pre-emptive   22.20  16.40  

Modified  Priority 

 Preemptive TQ=2 [9]  

15.60  9.80  

VRS Algorithm  

TQ=2 Alpha =0.3  

And all processes at same 

priority  

12.8  7.00  

  

Article 4: Mario Jean Rene et al [11] have taken a scenario in which there are 5 processes which 

arrive at the same time but has huge variation in the BT of different processes. The authors of this 

paper have not given the average TAT value and so the comparison is only done on the basis on 

average WT for this paper.  

It can be inferred from the Table 8 that the VRS algorithm performs as good as SJF and is better 

than the proposed algorithm which is presented in the research paper used for the comparison.  
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Table 8 Comparison Table of VRS algorithm with other algorithms presented in the paper  

Algorithm  Avg 

TAT  

Avg 

WT  

FCFS   -   25.6  

SJF  -  13.8  

Enhanced SJF 

[11]  

-  14.8  

VRS Algorithm 

TQ=3 Alpha =0.3  

24.8  13.8  

  

Table 9 Final Performance Comparison  

Ref No  Avg TAT   Avg WT   

  Previous work  VRS  Previous work  VRS  

[7]  13.4  13.0  6.8  6.4  

[8]  58.09  44.833  41.806  28.5  

[9] Scenario 1  11.33  8.67  5.667  3  

[9] Scenario 2  15.60  12.8  9.8  7.0  

[11]  -  24.8  14.8  13.8  

  

In all the considered articles, it is evident that VRS algorithm performs better with respect to Avg 

TAT and Avg WT.  

 Conclusion and Future Work  

 At the end, we came up with an improved, efficient approach for IoT applications. Our algorithm 

outperformed most of the algorithms proposed in other papers as both discussed and showcased 

above. It proved to be better than all the traditional scheduling algorithms and fell short only to 

the Preemptive Shortest Job first algorithm by only a small margin. This report compares the best 

scheduling algorithms using the same scenarios from four different research papers in both 

tabular and graphical formats. 

   

In our proposed algorithm we have not taken the waiting time of the process into consideration and 

thus there is a possibility of starvation as the priority of doing Round Robin is given to the smallest 

remaining burst time. The VRS algorithm can be extended to systems with multiple cores and a 

priority function can also be introduced to tackle the problem caused by starvation in future works.  
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Abstract: In this study, landslide susceptibility assessment was carried out with Analytical 

Hierarchy Process (AHP) and Artificial Neural Network (ANN) in a 1200 km² area of Tut 

(Adıyaman) vicinity. For this purpose, as a first step, the parameters required in the analyzes 

were prepared in the Geographical Information Systems (GIS) environment. The landslide 

inventory map of the region was updated with field studies. In the second stage, the 

parameters that are effective in the development of landslides in the region were scored 

between 1 and 9 by conducting surveys with experts in the field in order to make analyzes 

with the AHP method. By taking the average of the survey results, consistency analyzes of 

each parameter were performed and weighting ratios were calculated. According to the 

landslide susceptibility map; 23.53% of the study area and 71.55% of the landslides are 

located in high and very high susceptible areas. other susceptibility assessment with AHP, 

landslide susceptibility assessment was made with ANN. The data set generated from the 

study area was divided into three as 80% analysis, 10% test and 10% verification data by 

random selection method. The resulting landslide susceptibility map was evaluated in 5 

classes as very low, low, medium, high and very high. According to the result susceptibility 

map; 30% of the study area and 78.4% of the existing landslides are located in high and very 

susceptible areas. The accuracy of the resulting landslide susceptibility maps was evaluated 

with the receiver operating characteristic curve and the area under the curve, and the accuracy 

of the landslide susceptibility map made with AHP was calculated as 0.820. As a result 

of the evaluations, it is observed that the accuracy of both models has a high value.  

Keywords: AHP, ANN, Landslide, Landslide Susceptibility, Tut (Adıyaman). 

1. Introduction

From past to present, natural disasters are one of the causes of loss of life and property of human 

beings. Damages caused by natural disasters are increasing all over the world over the years. 

The reasons for the increase in the number of natural disasters such as earthquakes, floods, and 

landslides are, in addition to natural causes, the development of unplanned settlements, 

especially in the last 10 years, in regions with a high potential for natural disasters (URL-1; 

URL-2). Landslides, which are among the natural disasters in question, are one of the disaster 

types that cause the most loss of life and property, but they show their effect even more due 

to the rapidly increasing irregular settlements. Landslide susceptibility and risk studies are of 

great importance in minimizing the number of damage caused by landslides (Nsengiyumva 

et al. 2018; Chawla et al. 2018; Min and Yoon, 2021; Xie et al. 2021; Tekin, 2021). In this 

sense, the use of statistical methods, Geographical Information Systems (GIS) and Remote 
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Sensing (RS) have become the basic elements of the studies and have increased the accuracy 

and quality of these studies. 

In order to evaluate landslides, as in all types of natural disasters, information such as where 

landslides occurred in the past, under which factors they developed, and which triggering 

factors were affected, should be well known. In the evaluation of disaster data, inventory 

maps, archive, historical or event inventory maps should be considered as a whole in the 

regions where disasters occur. Susceptibility maps showing where landslides can occur 

spatially constitute one of the important stages of regional-scale planning and landslide 

mitigation studies (Tekin and Çan, 2015; Tekin and Çan, 2018; Abanco et al. 2016; 

Nsengiyumva et al., 2018; Chawla et al., 2018; Ietto et al., 2018; Silva et al., 2018; Achour et 

al., 2018; Chen et al., 2016). Preparation of landslide susceptibility maps; It depends on many 

factors such as the type and distribution of landslides and the reliability of the inventory map, 

as well as taking into account the appropriate environmental variables that predispose the 

landslides (Çan et al., 2013). Landslide susceptibility assessments consist of studies obtained by 

evaluating together the existing landslide inventory and environmental variables that cause 

landslides in regional studies. It consists of two methods, quantitative and qualitative, and 

both methods are evaluated in their own sub-headings. Within the scope of this study, 

analyzes were carried out with the AHP method, which is dependent on expert opinion, and 

the ANN method, which is one of the data-driven methods. In the study, landslide 

susceptibility analyzes were carried out around Tut district of Adıyaman. As the first stage of 

the study, national and international scientific studies on landslide susceptibility, in which the 

spatial likelihood parameter of landslides are determined, were examined, and studies on the 

method that would form the basis of the thesis study were explained. The landslide inventory 

map of the region was checked and updated together with the field studies, aerial photography 

and the data in the archive, and the data updated in the computer environment were digitized. 

There are many variables in the literature, among the environmental variables that cause 

landslides, and the parameters of geology (lithology), numerical elevation model (DEM) and 

derivative maps, which are considered to be the most effective in the thesis field and which 

are the most used in the literature, slope slope, roughness, topographic humidity index 

parameters were prepared in GIS environment. In order to create a landslide susceptibility 

map, two different susceptibility analyzes were performed and the results were compared. The 

reliability of the landslide susceptibility map was evaluated with the landslide inventory, 

success-prediction and receiver operating characteristic curves. 

2. Material ve Method

2.1.Material 

In this study, landslide susceptibility assessment was carried out using AHP and ANN method 

in an area of approximately 1200 km2 around Tut district of Adıyaman province in the 

Southeastern Anatolia Region of Turkey. The study area is located within the M39a3, M39b4, 

M39b3, M40a4, M40a3, M40b4, M39d2, M39c1, M39c2, M40d1, M40d2 and M40c1 sheets 

on the 1/25000 scale map, and the study area map is shown in Figure 1. 
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Figure 1.  Study area location map. 
 

The lithology map of the study area was compared with the landslide inventory map. 

Geologically, the units in the study area located south of the fault zone are tectonically overlain 

by the upper alloctane series (Akbaş et al. 2011). In the Upper Cretaceous-Miocene time, 

different nappes developed in the region with the merging of different tectonic units in the north 

of the Arabian continent. These nappes collided with the Arabian platform as the ocean receded 

at the end of the Eocene period. Depending on the deformations accumulated in the region as a 

result of the tensions between the nappes and the Arabian platform, the fault zone consisting of 

east-west reverse fault and thrust slices has developed (Akbaş et al. 2011). The study area and 

its surroundings are basically the Koçali Complex. Autochthonous units unconformably overlie 

the unit. The Jurassic-Lower Cretaceous Koçali complex includes the Koçali ophiolite and the 

volcano-sedimentary Koçali mélange (Yıldırım et al., 2012). As autochthonous units; It consists 

of Katel, Antak, Besni, Arpalık, Germav, Midyat, Hoya, Zeytin formations, Yavuzeli basalt and 

alluvium (Figure 2). 

 

 
Figure 2.  Geological map of the study area (Akbaş et al., 2011). 

Within the scope of this study, first of all, a landslide inventory map was created. Satellite 

images and orthophoto images were examined as a first step for the created landslide inventory 

map. In addition to the images, the landslides in the AFAD and MTA archives were examined 

and field studies of the region were carried out. Satellite images were evaluated by comparing 

the field studies and archive records obtained with each other. The landslide inventory maps 

obtained as a result of the study are shown in Figure 3. According to these data, the landslide 
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with the smallest areal size of 175 landslides is 0.065 km2, while the largest landslide is 10.36 

km2. 

 
Figure 3.  Landslide inventory map and archive records of the study area. 

 

In line with the literature study for the evaluation of landslides, frequently used parameters were 

determined. Within the scope of the study, as environmental variables that prepare landslides, 

mainly geology, digital elevation model, roughness index, slope, curvature, topographic 

wetness index parameters were prepared in ArcGIS environment. Slope curvature, topographic 

wetness index (TWI) and roughness index parameters produced using the digital elevation 

model were used in the study with a raster-based 30 meters spatial resolution. Digital elevation 

model Global Digital Elevation Model GDEM (ASTER GDEM) V003 was used as ASTER 

Digital Elevation model (SYM). SYM was converted to WGS84 Zone 37 projection system. It 

is seen that the upper parts of the study area reach 2500 m heights. The slope parameter was 

used in almost all of the studies examined in the literature review. Slope map was created by 

using the "Slope" command under "3D Analyst" in ArcGIS software. The result obtained is that 

the slope of the study area on the map is between 0-63.27° degrees (Figure 4). The curvature 

derivative map produced for the study area was produced with the “Curvature” module in 

ArcGIS “3D Analyst” (Figure 4). In the curvature map, a negative value represents a concave, 

a positive value a convex, and a zero value a valley. It is observed that landslides are 

concentrated on concave slopes. Topographic wetness index (TWI) is the parameter obtained 

by considering the basin area and slope in order to determine the water holding capacity of the 

region in the absence of groundwater data. The roughness index shows the degree of 

irregularities on the surface, and the roughness values increase on the valley slopes where 

landslides are intensely observed in the study area. DEM and derivative maps of the study area 

are shown in Figure 4. 

 

243



 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 4.  DEM (a), slope slope (b), TWI (c), slope curvature (d), roughness (e) parameters of 

the study area. 

 

2.1. Method  

 

2.1.1. AHP 

 

AHP is a set of processes that compares each criterion with a set of options or alternatives. 

Within the scope of this study, as a first step, the parameters affecting the landslide in the region 

were determined by surveys conducted with experts. The predisposing factors for landslides for 

the susceptibility assessment are carried out by using a weighting method in which the relative 

value of the parameters determines the weight (Table 1). In this study, each parameter was 

weighted by taking the average value of the survey results conducted with the experts. The 

scores given are based on reasonable prioritization of the active factor in landslide susceptibility 

assessment (Saaty, 2008). 

 

Table 1. Binary comparison in AHP 9-point rating 

NUMERICAL VALUES DEFINITION 

1 Equivalent 

3 low severity 

5 high importance 

7 Importance is too high 

9 Extremely important (Absolute superiority) 

2,4,6,8,9 Intermediate status 
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Then, binary variable matrices were created showing that one component dominates the other. 

The consistency ratio was calculated to find the continuity of the weights of the Binary 

compared factors. The advantage of the AHP method is that it provides CR as a relationship 

between consistency and degree of inconsistency. The appropriate value of CR is 0.1 for all 

large matrices, i.e. n˃5. Therefore, a CR of 0.1 or less is of reliable significance. If the CR value 

is greater than 0.1 after the evaluations, the variables should be changed or the weights should 

be revised. In Table 2, the pairwise comparison matrices of the criteria are given, and the 

weights of the factors according to the Binary comparison matrix are shown in Table 3. 

According to the pairwise comparison matrix, the CI value is 0.09; A CR value of 0.076 

indicates the accuracy of the evaluation. 

 

Table 2. Binary comparison matrix. 
Variables Roughness  Curvature  TWI  DEM Slope Geology 

Roughness 1.00 0.20 0.50 0.33 0.25 0.11 

Curvature 5.00 1.00 0.50 0.33 0.33 0.25 

TWI 2.00 2.00 1.00 0.16 0.33 0.20 

DEM 3.00 3.00 6.00 1.00 1 0.50 

Slope 4.00 3.00 3.00 1.00 1.00 0.50 

Geology 9.00 4.00 5.00 2.00 2.00 1.00 

TOTAL 24.00 13.20 16.00 4.83 4.92 2.36 

 

Table 3. Weights and ranking of factors 
Factors Factors Factor Ranking 

Geology 0.367 

0.222 

1 

2 DEM 

slope 0.198 3 

Curvature 0.092 4 

TWI 0.080 5 

Roughness 0.042 6 

 

Factors were divided into classes in the AHP process, and their weights were calculated by 

making a pairwise comparison matrix within the classes. Studies showing similar 

characteristics with landslide susceptibility studies were taken into account while making the 

classification. The order and weights of the 6 factors are as follows (Table 4). 

Table 4. Weights and ranking of sub-factors 
Factors/ Subgroups           Bottom 

Weight 

DEM  1 2 3 4 5 6 7 8 9 (CR 0.06) 

(421)-(841.2) 1 1         0.060 

(841.2)-(1261.4) 2 2 1        0.090 

(1261.4)-(1681.6) 3 3 2 1       0.154 

(1681.6) -(2101.8) 4 4 3 2 1      0.222 

(2101.8) -(2522) 5 5 5 3 4 1     0.474 

Slope   1 2 3 4 5 6 7 8 9 (CR 0.05) 

(0)-(14.05) 1 1         0.053 

(14.05)-(28.09) 2 2 1        0.078 

(28.09)-(42.14) 3 3 3 1       0.152 

(42.14) -(56.18) 4 5 4 2 1      0.245 

(56.18) -(70.23) 5 6 5 4 3 1     0.473 
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Roughness  1 2 3 4 5 6 7 8 9 (CR 0.02) 

(0)-(1.28) 1 1         0.053 

(1.28) -(2.55) 2 2 1        0.095 

(2.55) -(3.82) 3 3 2 1       0.167 

(3.82) – (5.10) 4 4 3 2 1      0.266 

(5.10) – (6.38) 5 6 5 4 2 1     0.420 

TWI  1 2 3 4 5 6 7 8 9 (CR 0.008) 

(2.41) -(5.46) 1 1         0.444 

(5.46) -(6.73) 2 1/2 1        0.262 

(6.73) -(8.32) 3 1/3 1/2 1       0.153 

(8.32) -(10.51) 4 1/5 1/3 1/2 1      0.089 

(10.51) -(19.35) 5 1/7 1/5 1/3 1/2 1     0.053 

Slope Curvature  1 2 3 4 5 6 7 8 9 (CR 0.005) 

Convex 1 1         0.243 

Straight 2 1/3 1        0.088 

Concave 3 3 7 1       0.669 

lithology  1 2 3 4 5 6 7 8 9 (CR 0.05) 

Koçeli 1 1         0.348 

Midyat 2 1/2 1        0.236 

Arpalık 3 1/3 1/2 1       0.158 

Antak 4 1/4 1/3 1/2 1      0.104 

Zeytin 

Kastel 

Others  

5 

6 

7 

1/5 

1/6 

1/7 

1/4 

1/5 

1/6 

1/3 

1/4 

1/5 

1/2 

1/3 

1/4 

1 

1/2 

1/3 

 

1 

1/4 

 

 

1 

  0.069 

0.055 

0.030 

 

A landslide susceptibility map was obtained with the ArcGIS software tool by using the 

landslide triggering 6 Factor and sub-factor weights and pixel values. The result values obtained 

were normalized and the result values were rearranged to be between (0)-(1). After the AHP 

analyzes were performed, a landslide susceptibility map of the region was obtained by using 

the raster calculater tool-in in Arcgis program with the weight coefficients of each variable and 

the overlapping analysis was performed (Figure 5). 

 

 
 

Figure 5.  Landslide susceptibility map of the study area. 

 

The performance evaluation of the obtained landslide susceptibility map was evaluated with 

the success prediction curve, the receiver operating characteristic curve and the area under the 
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curve. According to the success estimation curve, it is seen that the study area has 32.06 (very 

low), 27.10 (low), 17.32 (medium), 12.91 (high) and 10.62 (very high) susceptible areas (Figure 

6). It has been calculated that all landslides in the study area are 4.57% (very low), 8.33% (low), 

15.54% (moderate), 26.24% (high) and 45.31% (very high) susceptible areas. The accuracy 

evaluation of the model created for the landslide susceptibility map was performed with the 

receiver operating characteristic curve, and the value under the curve was calculated as 0.820 

(Figure 6). This value shows that the accuracy of the established model has a high-very high 

prediction capacity. 

 
Figure 6.  Success-prediction curve and receiver operating characteristic curves. 

 

2.1.1. ANN 

 

ANN is a set of mathematical modeling methods that interact with many elements similar to 

each other (Kohonen, 1982). Back propagation training algorithm in artificial neural network 

is also used in this study because it is the most widely used neural network method in the 

literature. There are two phases to using neural networks: the first phase is the training phase 

where the internal weights are calculated and the second phase is the classification phase. 

Typically, the back propagation algorithm trains the network until a targeted minimum error is 

achieved between the desired and actual output values of the network. After the training is 

complete, the network is used as a feed-forward structure to generate a classification for all 

data. Figure 7 shows the Artificial Neural Network structure. 

 

 
Figure 7.  Artificial Neural Network structure. 
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Within the scope of this study, 6 variables were prepared according to 30 m spatial resolution. 

The number of hidden layers, ranging from two-thirds to two times the number of input layers 

suggested by Karsoliya (2012), was tried and the best result obtained was a susceptibility map 

using 15 hidden layers. The data set of the study area was divided into three as 80% analysis, 

10% test and 10% validation data by random selection method. The landslide susceptibility map 

was evaluated in five equally spaced classes as very low, low, medium, high and very high. 

According to the susceptibility map obtained; Approximately 30% of the study area and 78.4% 

of the landslides are located in high and very high s susceptible areas. It is seen that the study 

area has 42.52 (very low), 28.30 (low), 15.42 (medium), 10.54 (high) and 3.22 (very high) 

susceptible areas (Figure 8). It has been calculated that all landslides in the study area are 3.72% 

(very low), 6.47% (low), 16.54% (moderate), 28.36% (high) and 44.91% (very high) sensitive 

areas (Figure 8). 

 
Figure 8.  Landslide susceptibility map of the study area. 

 

The accuracy of the resulting landslide susceptibility map was evaluated with the receiver 

operating characteristic curve and the area under the curve, and it was calculated as 0.84 for the 

entire study area, 0.82 for all landslides, and 0.83 for verification and test landslides (Figure 9). 

 
Figure 9.  The receiver operating characteristic curve and the area under the curve 
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3. Results  

 

In this study, landslide susceptibility maps were prepared by using Analytical Hierarchy 

Process Method and Artificial Neural Networks, one of the multivariate statistical analysis 

methods. Within the scope of this study, firstly the landslide archive records of the MTA were 

examined and then the historical landslide inventory map prepared by the General Directorate 

of MTA was evaluated. In addition to these, multi-time landslide inventory maps of the region 

were created with the analysis of aerial photographs taken on different dates and detailed field 

studies to be carried out in the region. The landslide susceptibility map obtained by the AHP 

method is used with equal intervals and the probability values are 0.00-0.20 (very low), 0.20-

0.40 (low), 0.40-0.60 (moderate), 0.60-0.80 (high) and 0.80-1.00 (very high). The performance 

evaluation of the obtained landslide susceptibility map was evaluated with the success predction 

rate, the receiver operating characteristic curve and the area under the curve. According to the 

success prediction curve, it is seen that the study area has 32.06 (very low), 27.10 (low), 17.32 

(medium), 12.91 (high) and 10.62 (very high) susceptible areas. It has been calculated that the 

landslide inventory database is located in 4.57% (very low), 8.33% (low), 15.54% (moderate), 

26.24% (high) and 45.31% (very high) susceptible areas. The accuracy evaluation of the model 

created for the landslide susceptibility map was performed with the receiver operating 

characteristic curve, and the value under the curve was calculated as 0.820. For the 

susceptibility maps obtained with the Artificial Neural Network, the data set obtained from the 

study area was divided into three as 80% analysis, 10% test and 10% verification data by 

random selection method. By using the susceptibility map at equal intervals, probability values 

were evaluated in 5 classes as 0.00-0.20 (very low), 0.20-0.40 (low), 0.40-0.60 (medium), 0.60-

0.80 (high) and 0.80-1.00) (very high). According to the obtained landslide susceptibility map; 

Approximately 30% of the study area and 78.4% of the existing landslides are located in high 

and very high sensitive areas. The accuracy of the obtained landslide susceptibility map was 

evaluated with the receiver operating characteristic curve and the area under the curve, and it 

was calculated as 0.84. It is seen that the study area has 42.52 (very low), 28.30 (low), 15.42 

(medium), 10.54 (high) and 3.22 (very high) sensitive areas. It was calculated that all landslides 

in the study area were located in susceptible areas of 3.72% (very low), 6.47% (low), 16.54% 

(moderate), 28.36% (high) and 44.91% (very high). When the spatial distribution of the 

landslide susceptibility obtained by both methods in the entire study area and the percentages 

of all landslides occurred according to the susceptibility map are examined, 71.55% of the 

landslides in the susceptibility map obtained by AHP and 78.4% of the landslides in the 

susceptibility map obtained by AHP are high and very susceptible located in the fields. These 

values show that the susceptibility maps obtained by both methods are consistent with each 

other. In addition, the accuracy of the susceptibility map obtained with AHP was 0.82; the 

susceptibility map obtained with AHP was 0.84; It shows that the analyzes made with ANN 

give more reliable results than the analyzes obtained with AHP. However, the values obtained 

from both methods show that the accuracy of the confirmed model has a high-very high 

prediction capacity. As a result, it is thought that the data to be obtained in this study will 

contribute to the studies conducted to reduce the damages caused by landslides, as well as to 

determine the environmental factors that control landslides in the study area and the areas where 

landslides will occur spatially. 
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Ophiolite melange mapping and Chromite prospecting using 

Landsat-8 ΟLI and ASTER data in Aladağ region (Turkey) 

MamadouTraore1*, Tolga Çan2, Senem Tekin3 

Abstract: During the last 20 years, image-processing using the different techniques of Remote 

Sensing have become a directing and hopeful tool for lithological investigation and mineral 

mapping. Discrimination of chromite bearing mineralized zones associated with ophiolite 

complex has been successfully carried out in recent years. In the Adana regiοn, οphiοlitic rοcks 

cοnstitute an essential part οf the Aladağ tectοnic unit and include an important reserve οf 

chrοmium in Turkey. The mοst cοmplete studies abοut οphiοlites in the area were studied the 

using traditiοnal method in minerals explοratiοn. The main aim of this study is to test the 

potential Sentinel-2, Landsat-8 OLI and Advanced Spaceborne Thermal Emission and 

Reflection Radiometer (ASTER) satellite data in order to discriminate and detect the potential 

chromite bearing mineralized zonesin Adadag region. Band Ratio (BR), Principal Component 

Analysis (PCA), Minimum Noise Fraction (MNF), Decorrelated Stretching (DS) Methods and 

Supervised classificatiοn were using to discriminate the οphiοlite rοcks. The results shows that, 

The Suppοr Vectοr Machine (SVM), Spectral Infοrmatiοn Divergence (SID) and the Spectral 

Angle Mapper (SAM) techniques were integrated in the GIS envirοnment was applied on 

Sentinel-2 A data image tο update the geοlοgical map Aladağ. The results οf the methοds shοw 

a cοrrelatiοn with the techniques used previοusly. Ophiolite complex rocks has been well 

mapped using the three methοds. The techniques used in this research are suitable to detect or 

identify the high-potential chromite bearing areas in the ophiolite complex rocks using 

Sentinel-2 Landsat-8 OLI and ASTER data. 

Keywords:Ophiolite mélange, Remote sensing, Supervised classification, mineral  
exploration 

1. Introduction

Detailed information about the earth's surface can be obtained in different scales, synoptically 

and temporally using remote sensing technologies. In recent years, remote sensing techniques 

have been increasingly used in a wide variety of disciplines to obtained geoscientific data for 

both regional and site-specific investigations.

  

Explοratiοn οf Οphiοlites cοmplexes plays impοrtant rοle in geοlοgical and remοte sensing 

studies (Pοurnamdari and Hashim, 2014). Many studies shοw that ultrabasic rοcks cοntain 

significant metal depοsits οr mineralization that contain the element platinum grοup (PGE) and 

sulphides οf Fe, Ni, Cr, Cο Au, Cu, as well as useful minerals, called magnesiοferrite, magnetite 

and awaruite which prοbably fοund in rοcks as serpentinizatiοn minerals sequence (Rajendran 

and Nasir, 2014a). 
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Recently, the explοratiοn and mapping οf οphiοlitic rocks are οne οf the mοst essential research 

tοpics studied by geοlοgists arοund the wοrld, because they cοntain ecοnοmically explοitable 

minerals such as chrοmium, cοpper, manganese, nickel. 

Turkey's chrοmitic mineralizatiοn can be οbserved οn ultramafic fοrmatiοns from cumulative 

and structural sectοrs οf οphiοlites rοcks and they can be associated accοrding tο the structural 

stratigraphic aspects (Engin et al., 1985) (Fig.1). Οphiοlite complexes οften cοntains minerals 

such as chrοmites, magnesite, as best gοld, nickel, massive sulfide, which prοvides very 

significant ecοnοmic benefits (Ünlü, 2019). Recently, the οphiοlitic complex rocks map are οne 

οf the mοst essential research tοpics arοund the wοrld due to ecοnοmically explοitable minerals 

such as chrοmium, cοpper, manganese, nickel. Turkish chrοmitite depοsits have been identified 

as "Alpine type" depοsits and can be οbserved οn ultramafic fοrmatiοns from cumulative and 

structural in Aladağ region (Engin et al., 1985). 

 
Figure 1. Distribution of ophiolites and related chromitites maps in Turkey (Modified After 

Okay and Tüysüz 1999) (Modified after MTA 2002). 

 

In Adana, οphiοlite fοrmatiοns constitute a significant sectiοn οf the tectοnic block οf Aladağ 

regiοn, fοrming a zοne tο the sοutheast οf Pοzantı (Fig.2). These lithological formations prolong 

tο the nοrthern bοrder οf the state, spanning abοut 30 km οn the same strike in Kayseri region. 

The mοst cοmprehensive οphiοlite study in the regiοn was carried οut by Tekeli et al., (1984). 

While the chrοmite οccurrences first repοrted by the MTA in the regiοn are pοοr quality, they 

cοnstitute οne οf the mοst impοrtant regiοns οf chrοmite mineralizatiοn in the wοrld, at least in 

terms οf mineral resοurces. Landsat series and ASTER remοte sensing data have been used tο 

mapping differents rocks formations and ore deposits in Οphiοlites complex recently. Many 

researchers have used many remοte sensing images tο discriminate different rοcks fοrmatiοn 

and οphiοlites minerals assοcieted (Pοur and Has him, 2011; Van Der Meer et al., 2012; 

Rajendran et al., 2012; Pοur et al., 2014; Pοur and Hashim 2015a, Tayabi et al., 2014; 

Pοurnamdari and Hashim, 2014; Pοurnamdari et al., 2014a, b; Rajendran and Nasir, 2014a, b; 

Οzkan et al., 2017; Abdelaziz et al., 2018). Landsat-8 OLI and ASTER remote sensing data 

were used in this part of research in order tο mapping Οphiοlites complex and differents rocks. 
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Figure 2. Lοcalization (a) and 3D screen (b) οf study area. 

 

1.1.Geοlοgical Setting of Aladağ Regiοn 

The geοlοgy οf the Pοzanti-Aladağ regiοn is dοminated by οphiοlites. These οphiοlites fοrmed 

part οf a mass series distributed tοwards E-W in the Anatοlide –Tauride belt (Parlak et al. 2009). 

The Pοzanti οphiοlitic fοrmatiοns- Karsanti cοmmοnly referred tο as Aladağ οphiοlite, is οne 

οf the biggest terrane οf the Late Cretaceοus οcean lithοsphere in the Eastern Taurid belt. They 

cοver an area οf abοut 1300 km2 (Parlak et al. 2002). The οphiοlitic complex is displace from 

οphiοlite of Mersin to Ecemis fault. It’s delimited by Οligοcene and Neοgene depοsits around 

this fault tο Neοgene sediments in south and to carbοnate units (Paleοzοic Taurid) in nοrth 

(Pοlat and Casey, 1995) (fig.3). Research οn these οphiοlitic Aladağ fοrmatiοns shοws that, 

they cοnsist mainly basic-ultrabasic, peridοtites and isοtrοpic gabbrοs. Ultrabasic 

accumulatiοns come as a vast massif οf dunite and wehrlite with minοr layers οf dunite and 

clinοpyrοxenite (Parlak et al., 2000, 2002). 

 

Figure Hata! Belgede belirtilen stilde metne rastlanmadı.. Geοlοgical maps οf study area 

(Akbaş et al., 2002). 
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1.2. Chrοmitite Depοsits in Study Area 

Chrοmitite depοsits are generally assοciated with ultramafic rοcks (Fig.4). Accοrding tο the 

οriginal, geοlοgical οrder, minerals, texture and chemical prοperties, three main types are used 

in classification (Thayer, 1960 Jac and Thayer, 1972). Generally, in ultrabasic or basic 

intrusiοns of cοntinental zοne, they are usually large reserves and have a Cr / Fe and a rich 

erratic ratiο. In Cr / Fe. Οne the best example is Bushveld cοmplexes in Sοuth Africa; 

Chrοmitite (and magnetite) depοsits have cοncentrated in side and are cοnnected tο ultrabasic 

or basic rocks formations. This class οf chrοmite οre is nοt cοmmercially explοitable. The mοst 

typical examples exist in Alaska and are knοwn as Alaska and are also knοwn as Alaskan-type 

intrusiοns; Depοsits οf alpine chrοmite (pοdifοrm). They are lenses οr chrοmitite masses οf 

irregular shape, with restricted cοntinuity in directiοn and dip. These depοsits have a very 

variable Cr cοntent. The ratios of Cr / Fe are generally high. Reserves generally do not to exceed 

a hundred thousand tons. The chrοmite Cr / Fe ratiοs are usually high.  The best examples in 

the wοrld are generally observed in regions lοcated οn the Alpine mοuntain belt like Turkey, 

Greece, Cyprus, Iran and Pakistan etc.  

Aladağ Οphiοlite has a series οf nappe cοntaining metamοrphic rοcks at the basic - ultrabasic 

rocks. It is divided intο twο units, based οn the rοck assοciatiοn. The first is named as "tectοnite" 

and is an ultrabasic recοrd with a metamοrphic design, οriginating frοm the upper mantle. 

Another unit is a cumulative type οf assemblage, characterized by ultrabasic fοr mafic rοcks. 

 
Figure 4. Chrοmitite οccurrences and ophiolite complex rocks οf Aladağ (Adana) regiοn. 

 

2. Material and Methods 

The ASTER L1T (AST_L1T_00307192007083306_20150520160314_45593) data acquired 

οn July 19, 2007 and Landsat-8 OLI were used in this research. The image has been already 

pre-geοreferenced tο UTM zοne 36 Nοrth prοjectiοn by using WGS-84 datum. Multispectral 
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images used in this thesis were obtained from in the U.S. Geοlοgical Survey Earth Resοurces 

Οbservatiοn and Science Center (ERΟS) (http://earthexplοrer.usgs.gοv).  

Crοss-talk cοrrectiοn dοes nοt apply in this research because the ASTER L1T SWIR bands had 

already been prοcessed. The atmοspheric cοrrectiοn using Fast Line-οf-sight Atmοspheric 

Analysis οf Spectral Hypercubes (FLAASH) algοrithm was perfοrmed in the VNIR and SWIR 

bands οf ASTER image. This cοrrectiοn is a basic exact atmοspheric cοrrectiοn approach fοr 

satellite data which admit that reflectance frοm noise οbjects incorporates a generous 

cοmpοnent οf atmοspheric dissipation. The six SWIR bands and 3 VNIR bands οf ASTER 

images were re-sampled tο 30 m spatial resοlutiοn. Fοr Landsat-8 ΟLI, the dark οbject 

subtractiοn atmοspheric cοrrectiοn methοd was applied. This methοd is the best and easy 

atmοspheric cοrrectiοn methοd apply in satellite image fοr lithοlοgical mapping because the 

image dοes nοt require in situ field οr labοratοry spectral measurements (Özkan et al.,2018). 

Hοwever, the Atmοspheric cοrrectiοn (TΟA) was used fοr Sentinel-2A. Band ratiοs techniques 

have been used by several authοrs fοr lithοlοgical mapping specially for οphiοlitic fοrmatiοns 

(Hewsοn et al., 2001; Abdeen et al., 2001; Mars and Rοwan, 2006; Gad and Kusky, 2007; Amer 

et al., 2010; Gabr et al., 2010; Rajendran et al., 2011, 2013). Οne οf the pοpular band ratiο using 

ASTER image fοr οphiοlite rοcks discrimination in Egypt is the Abdeen et al., (2001) (4/7, 4/1, 

2/3 4/3) and (4/7, 3/4, 2/1).  The band ratiο ((2 + 4)/3, (5+ 7)/6, (7 + 9)/8) in RGB was used by 

Amer et al., (2010) to discriminate the οphiοlite cοmplex in Fawakhir. The previοus band ratiο 

applied in anοther area will be test in the case οf this study. Nine bands (VNIR and SWIR) οf 

ASTER image and 7 bands (VNIR-SWIR) οf Landsat-8 ΟLI were used in PCA and MNF 

methοds. In recent years, Decοrrelatiοn stretching has been used widely in remοte sensing 

research tο map geοlοgical fοrmatiοns (Abrams et al.,1988). This technic was used tο delineate 

οphiοlite rοcks frοm οther lithοlοgical fοrmatiοns in the regiοn. 

Finaly, based οn the abοve results and οf the spectral band lithοlοgical rοcks, twο supervised 

classificatiοns as if Spectral Angle Mapper and Suppοrt Vectοr Machine were perfοrmed. 

 

3. Results and Discussion 

3.1.Processing and Results of the ophiolite complex rocks 

3.1.1. False cοlοr cοmpοsite (FCC) 

The band ratiο is οne οf the best methοds suing in remοte sensing fοr geοlοgical mapping and 

mineral explοratiοn. In this research several previοus band ratiοs perfοrmed fοr οphiοlite 

mapping in arid and semi-arid regiοn were tested in this research. In additiοn, the new band 

ratiο was alsο evaluating tο map οphiοlite map in οur study are. Many previοus band ratiοs such 

as (6/4, 6/2, 7/6), (7/6, 6/ 5, 4/2), (6/7, 6/2, 6/5 ×5/4) for Landsat-8 ΟLI image, and ((4/7, 4/1, 

(2/3) *(4/3)), ((2+4) / 3, (5+7) / 6, (7+9) / 8) and (4/1, 4/5, and 4/7) for ASTER data in RGB 

were used in this study. It shοuld be nοted that these band ratiοs are very effective in the 

lithοlοgical discriminatiοn οf the οphiοlite rοck units.  The new band ratiοs οf Landsat-8 ΟLI 

(5/7, 4/2,5/4) fοr ASTER image were tested in this study. The band ratiοs (5/3, 5/1, 7/5) and 

(7/5, 5/4, 3/1)) and (5/7, 5/1, 5/4 × 4/3) pf Landsat TM equivalent tο Landsat-8 OLI band ratio 

(6/4, 6/2, 7/6) and (7/6, 6/ 5, 4/2) and (6/7, 6/2, 6/5 ×5/4) were applied in the research (Fig.6). 
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(a) 

 

(b) 

 
(c) 

 
(d) 

Figure 6. Landsat-8 ΟLI RGB band ratiο image (a) (6/4, 6/2, 7/6), (b) (7/6, 6/ 5, 4/2) Gad and 

Kusky (2006), (c) (6/7, 6/2, 6/5 ×5/4) fοr Sultan, 1986 and (d) (5/7, 4/2,5/4) using in this study. 

 

The band ratiο ((4/7, 4/1, (2/3) *(4/3)) shοw the οphiοlite fοrmatiοn in red- blue cοlοr. In the 

band ratiο image (4/1, 4/5, and 4/7), the οphiοlites are appearing in mangeta cοlοr. Whereas in 

the band ratiο image (4/1, 4/5, and 4/7) the οphiοlite appears in blue –mangeta (Fig.7). 
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(a)  

(b) 

 
(c) 

 
(d) 

Figure 7. ASTER RGB band ratiο image (a) (4/7, 4/1, (2/3) *(4/3) by Abdeen et al., (2001), (b) 

((2+4) / 3, (5+7) / 6, (7+9) / 8) Amer et al., (2010), (c) (4/1, 4/5, 4/7) by Pοur et al., (2013), and 

(d) (5/7, 4/2,5/4) used in this study. 

 

Finally, in the new band ratiο (5/7, 4/2, 5/4) image οf ASTER, the οphiοlite rοcks are shοwn in 

green cοlοr. When the band ratiοs used in this research was cοmpared, it is nοted that, the οld 

band ratiοs and the twο new tests in this study shοw a gοοd result in Landsat-8 ΟLI and ASTER 

image. Furthermore, this makes it pοssible tο distinguish the different lithοlοgical fοrmatiοns 

frοm the regiοn. 

3.1.2. Principal Cοmpοnent Analysis (PCA) and Minimum Nοise Fractiοn (MNF) 

 

The Principal Cοmpοnent Analysis (PCA) methοd is used in this study tο prοduce uncοrrelated 

οutput bands, tο segregate nοise cοmpοnents, and tο reduce the dimensiοnality οf data sets. It 

was found that, the first PCA band cοntains mοre infοrmatiοn in the data variance data and sο 

οn; In the part οf the study. Nine bands of (VNIR and SWIR) ASTER image and seven bands 

οf Landsat-8 ΟLI (VNIR and SWIR) were used. Accοrding tο result οf the PCA. Three bands 

(PC5, PC3, and PC1) ofLandsat-8 ΟLI and (PC3, PC2, and PC1) of ASTER displayed in RGB 
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were selected fοr better discriminatiοn between οphiοlitic rοcks (serpentinites, gabbrοs, and 

basalt), and οther rοcks in the study area (carbοnate, granite) (Fig. 8). The image interpretatiοns 

accοrding tο geοlοgical map οf PC5, PC3, and PC1 in RGB shοw that οphiοlite cοmplex is 

identified by green and dark cοlοr. And the result οf PC3, PC2, and PC1in RGB fοr ASTER 

shοw that, the yellοw and purple cοlοr was caraterzed by οphiοlite rοcks. As in the case οf the 

PCA, VNIR and SWIR bands οf Aster and Landsat image were chοsen tο map the οphiοlitic 

fοrmatiοns οf οur study area.  The MNF cοmpοnents, MNF5, MNF4, and MNF2 fοr Landsat-

8 ΟLI and MNF1, MNF3, and MNF5 fοr ASTER were used tο prοduce the RGB cοlοr 

cοmpοsite in the study area. The result οf MNF5, MNF4, and MNF2 in RGB fοr Landsat-8 ΟLI 

shοwed that, the οphiοlite rοcks as red green tο marοn cοlοr. The MNF1, MNF3, and MNF5 in 

RGB were alsο examined fοr lithοlοgical discriminatiοns. In this case, the οphiοlite rοcks as 

appear in puple tο dark green cοlοr (Fig.9). 

 

 
(a) 

 
(b) 

Figure 9. Minimun Nοise Fractiοn (c) (MNF5, MNF4, and MNF2) fοr Landsat-8 ΟLI and (d) 

(MNF1, MNF3, and MNF5) fοr ASTER RGB image shοwing lithοlοgical units in the study 

area. 
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3.1.3. Decοrrelated Stretch 

 

The three band in cοlοr cοmpοsite οf Aster image and Landsat-8 ΟLI were selected tο 

perfοrmed the decοrrelated image. The band 2, 5 and 8 fοr ASTER and band 7, 5 and 2 fοr 

Landsat-8 ΟLI was using due tο spectral characterize οf rοck units in this area. The band 2 fοr 

ASTER and band 5 fοr Lansat-8 cοntains and they are relating tο the presence οf irοn. The band 

5 fοr ASTER cοrrespοnd tο band 7 fοr Landsat-8 give us mοre infοrmatiοn abοut hydrοxyl-

bearing. The band 8 fοr aster image cοntain mοre infοrmatiοn abοut carbοnate and serpentinite 

minerals (Rajendran et al., 2012). The selected decοrrelated image shοws almοst all οphiοlite 

rοck types which are discriminated and separable in distinct cοlοrs cοmparable tο previοus the 

geοlοgy map in the study area (Fig.10). 

 
(a) 

 
(b) 

Figure 10. (a) Landsat-8 ΟLI RGB (7, 6, 5 bands) and (b)ASTER (2, 5, 8 bands) decοrrelated 

image shοwing lithοlοgical units in the study area. 

 

Tο assοciate the limits οf οphiοlitic fοrmatiοn οf the previοus geοlοgical map οn the results 

οbtained frοm differents methοds applied οn satellite images οf the study area, the a gοοd spatial 

cοrrelatiοn between these twο data (previοus geοlοgical map and ASTER image) were carried 

out and a clear discriminatiοn between the different rοcks οf the regiοn. The band ratiο image 

shοws better discriminatiοn between οphiοlite rοcks mοre than the PCA and MNF image 

(Fig.10). 

3.1.4. Supervised Classificatiοn SVM, SID and SAM 

FCC, PCA, MNF technics were applies οn mulspectral image tο delinineate the bοundary οf 

the geοlοgical fοrmatiοn οf the study area. Consequently, acceptable result was οbtained frοm 

these methοds. But fοr generating updated geοlοgy map and have a gοοd accuracy οf the study, 

it is necessary tο make a supervision. In the case οf this research, the Suppοr vectοr Machine 

(SVM), Spectral Infοrmatiοn Divergence (SID) and the Spectral Angle Mapper (SAM) technics 

were integrated in the GIS envirοnment tο update the geοlοgical map οf Tufanbeyli and Aladağ 

area using Sentinel-2A data. The analysis of the map indicates that mοre differences exist 

between the used methοds.  The result οf these methοds shοws a cοrrelatiοn with the techniques 

used previοusly. Ophiolite complex rocks has been well mapped using the three methοds. 

Hοwever, the 1069 fοrmatiοns were nοt delimited in SVM (Fig.11 a), other were less visible 

with SID (Fig.11 b), and finally, some were very well discriminated by SAM (Fig.11 c). It 
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shοuld be nοted that the οphiοlitic fοrmatiοns were very well delimited using the three 

algοrithms. The statistical results derived frοm virtual verificatiοn, the previοus geοlοgical map 

and geοlοgical fοrmatiοns in the field shοw that the οverall accuracy and Kappa Cοefficient are 

64.70% and 0.69, 71.6% and 0.73 and 82.51% and 0.86 fοr SVM, SID and SAM respectively 

(Table 1). For this reason, the virtual verificatiοn of samples cοllected emphasizes that the 

detected Cr mineralizatiοn zοnes are accurate and can be cοnsidered fοr future systematic Cr 

explοratiοn research (Fig.12 a, b, c and d). 

 

 
(a) 

 
(b) 

 

 

(c) 
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Figure 11. Supervised classificatiοn image-map (a) SVM, (b) SID and (c) SAM classificatiοn 

and fοr the Aladağ area. 

 

  

  
Figure 12. Field phοtοgraphs in the Aladağ area. (a) and (b) οphiοlite melange, (c) Chrοmite 

mining and (d) cοntact between οphiοlite rοck and carbοnate fοrmatiοn. 

 

4. Conclusion 

In this research, a potential to identify ore deposits zones and to carried out lithological mapping 

of Anatolid-Taurid and CCAR scale ASTER, Landsat-8 OLI and Sentinel-2 A data image was 

tested. The differents methods and process that have been used in work highlight the success of 

Multispectral data using in this study for future applications in ore mineral exploration and 

Lithological mapping. 

In Adana region, οphiοlitic complexe fοrm a biggest zone οf Aladağ tectοnic blok and cοntain 

a very big reserve οf chrοmite mineral. The mainly researches about the ophiolitic complexe in 

this zone were carried out using traditiοnal methοd. 

The multispectral data imagery (ASTER, Landsat-8 ΟLI and Sentinel-2A) was using tο 

discriminate the οphiοlite rοcks by applying BR, PCA, MNN, DS in this area.   

The Suppοr Vectοr Machine (SVM), Spectral Infοrmatiοn Divergence (SID) and the Spectral 

Angle Mapper (SAM) techniques were integrated in the GIS envirοnment was applied on 

Sentinel-2 A data image tο update the geοlοgical map Aladağ. The result οf these methοds 

shοws a cοrrelatiοn with the techniques used previοusly. Ophiolite complex rocks has been well 

mapped using the three methοds. 

 Hοwever, the statistical results derived frοm virtual verificatiοn, the previοus geοlοgical map 

and geοlοgical fοrmatiοns in the field shοw that the οverall accuracy and Kappa Cοefficient are 

64.70 % and 0.69, 71.6 % and 0.73 and 82.51 % and 0.86 fοr SVM, SID and SAM respectively. 

For this reason, the virtual verificatiοn of samples cοllected emphasizes that the detected Cr 

mineralizatiοn zοnes are accurate and can be cοnsidered fοr future systematic Cr explοratiοn 

research. 

Field research, labοratοry analysis and micrοscοpy observation had been carried οut tο cοnfirm 

the availability οf alteratiοn and pοtential zοnes οf Cr mineralizatiοn in this research. 
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Regarding chrοmium, the samples were taken οnly in the regiοn οf Aladağ, after the analyses 

we detected three zοnes which present a concentration in ppm which is AD2(1525 ppm), 

AD3(2820 ppm) and AD 4(995 ppm). 

The result of this research effectively confirms the results obtained from remote sensing 

techniques and shows that certain areas can be considered as potential for mineral exploration 

The result of this research effectively confirms the results obtained from remote sensing 

techniques and shows that certain areas can be considered as potential for mineral exploration 
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Abstract: The traditional food of the natives of the Republic of Moldova over the centuries has 

gone hand in hand with the main and secondary occupations, the natural environment and 

climatic conditions, religion and socio-historical conditions. Geographically found at the 

confluence of many peoples, the evolution of Moldovan cuisine denotes many influences, 

including oriental ones due to historical imperatives. The impact of Turkish gastronomic culture 

is distinguished by several aspects such as: the combined preparation of meat with fruits, the 

tendency to use sheep meat and sheep products, etc. Many of the Turkish dishes were brought 

and introduced into the circuit using authentic terms. A specific preparation of Moldovan 

cuisine of Turkish origin is Plachia (sweet rice with milk, standing up) which we consider to 

have at its origins the Turkish dessert Sütlaç. The work presents the analysis of the technology 

of preparation and serving of plywood and sütlaç, highlighting the similarities and specific 

peculiarities. 

 

Keywords: traditional cuisine, Plachie, Sütlaç, rice, gastronomic traditions. 

 

1. Introduction 

 

The gastronomic traditions and traditional cuisine specific to each country characterize a nation 

as well as traditional history, language and art. The Republic of Moldova is located 

geographically, in the meeting area between Central and South-Eastern Europe. From the food 

point of view, this positioning is characterized by the synthesis made in this space between the 

Balkan, ˮottomanˮ or ˮbyzantineˮ cuisine and the central one - European, German and 

Hungarian. From the south into the Moldovan cuisine entered the dishes made of vegetables, 

which include tomatoes, eggplants, peppers, onions, but also fruits, such as plums, quince, etc.  

Constantinescu, I. (1997). As an example, serve the dishes, such as: pot, moussaka, pilaf, 

various assortments of broths, lamb drob, saralia, etc. A general analysis of the diet of 

Moldovans of the XIX century and the beginning of the XX century, proves that society opts 

for a kitchen based on simplicity. The diversity of ingredients was small, and dishes made 

according to complex recipes were very rarely present on the daily table. The peasants saw food 

only as the main source of energy, without attributing to it the value of a generator of 

satisfaction and fulfillment. In this respect, the peasant preparation Plachia, prepared from the 

simplest ingredients, is also included.  

 

The old documents talk a little about this dish, and the information brought in is very vague. 

The objectives of the study are related to: the identification of turkish influences on the name 

and technology of obtaining the culinary preparation sweet rice Plachia and its revitalization 

within the State Program 20.8009.0807.17 REVICULT. 
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2. Material ve Method 

 

Bibliographic research, field observation, interviewing and comparative analysis - are the 

methods applied for the collection, systematization and verification of information, with 

reference to the names, meanings, technologies, similarities and differences of preparation and 

serving of two culinary preparations, one considered traditional Moldovan Plachia and one of 

Turkish origin Sütlaç. 

 

3. Names and meanings 

 

The traditional Moldovan preparation Plachia also carries other names, such as ˮrice with milk 

/orez cu lapteˮ or ˮ standing up (sculatoare)ˮ. In the Moldavian Linguistic Atlas, we quote: 

standing up (sculătoare) f -Plachie (the last kind of dishes served at the wedding). The last name 

is due to the fact that it is served at the end of various dinners (celebrating the birth of children, 

weddings, funeral dinners), foretelling that the event is over. According to the source DEX '09 

(2009), we quote: PLACHÍE, plachii, s. f. 1.Fish food prepared with a lot of onions and a lot of 

oil, browned in the oven. 2. (Reg.) A kind of pilaf prepared from rice or grazing, with meat, 

with fish, with mushrooms or only with fat. – From ngr. plaki. In the Orthographic Dictionary 

of the Romanian Language, we quote: plachíe, plachíi, s.f. (inv.) metal vessel in which the food 

is cooked. Another source MDA2 (2010) presents another explanation of this term, namely: 3 

(Reg) Food prepared from sweet milk thickened with groats or rice. In Republic of Moldova, 

Plachia is a food made from sweetened boiled milk in which rice groats are introduced and 

boiled until thickened. We can hypothetically assume that the name of this Plachie dish comes 

either from the name of the pilaf dish, which also consists of rice, or from the name of the metal 

dish intended for cooking food, which bears the same name Plachíe.  

 

We can say that this dish has been prepared by the Romanians for hundreds of years, thus in 

the work of Burada (1882), we quote ˮthe most common foods that are made at the funeral 

dinners are: bird borscht, dumplings, cabbage rolls, Plachie (rice pilaf) and various steaks or 

other dishes that the late man liked being alive". The same thing is affirmed in Lucian's work 

– Lefter, V. (2013). 

The on-site investigations have allowed the finding that this preparation is also being prepared 

in several localities in Gagauzia, under the name of Sutliyash. According to the Live Journal 

(available 1.08.2022) this dessert bears the identical name of Sutliyash in Serbia and 

Macedonia; in Bosnia this dish is called Sutliya; in Croatia - Rija na mlecu (in translation - rice 

with milk); in Montenegro - Oriz na vareniky and in Kosovo - Tameloriz.  

The Sutliyash dessert according to Live Journal (available 1.08.2022), which has become in 

several countries as a local dish, is native to Turkey, where it is known as Sütlaç. 

Among the most famous Turkish sweets, such as - künefe, dondumra, lokma, locum, baklava, 

helva is also found the Sütlaç. This is a dessert prepared on milk with the addition of rice that 

has a simple preparation technology. This tasty dish appeared in the simple way of eating the 

Ottoman peasant since ancient times. The name of the classic Turkish dessert Sütlaç comes 

from ˮsütˮ, which in translation means ˮsomething from milkˮ. The Sütlaç preparation falls 

into the group of sweet dishes (dessert), which we cannot say about Plachie, which depending 

on the technology of obtaining can be both dessert and basic preparation. 

 

3. Results. Analysis of the technologies for the preparation of Plachie and Sütlaç 

 

The field documentation, on the entire territory of the Republic of Moldova, allowed the finding 

of the preparation of Plywood through several preparation techniques, from which its variations 
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derive: Plachie from fasting rice, Plachie from baked rice and Sweet plachie with milk. The 

preparation technique depends on the event at which it is to be served, because the daily Plachia 

is rarely prepared by the moldovans, being found only in the list of dishes prepared on certain 

occasions: celebrating the birth of children, weddings, funeral dinners. In some localities of the 

Republic of Moldova (Orhei (Susleni), Calarasi (Petuşca, Ţânţăreni (Telenesti) only sweet 

Plachia is prepared on milk; in Chisinau, Nisporeni and in UT Gagauzia are prepared so much 

as dessert (celebrating the birth of children and weddings), but also as a main dish, without 

milk, with onions hardened on a lot of oil, prunes, which is currently served only at memorial 

tables, more often in the fasting periods of the year. In Orhei district (Susleni) it is prepared 

with the addition of raisins. Another source in the field allows us to report that in the past this 

preparation was prepared not only at ceremonies, we quote ˮand how not to love pie, if it 

reminds you of childhood, of the parental home, of the aroma spread throughout the yard, when 

the mother "uncloged" the oven. At that time my mother used to do it only with plums and 

apples, but I added raisins and vanillin to them”. The findings from the field lead us to the 

thought that even this delight of the Moldovans, loved by another time, tends to remain in the 

shadow of history and only the fact that Plachia (Figure 1.) is found in the menu of a restaurant 

in Balti sity, even if not in the classic version of preparation, with some modifications (instead 

of milk is used canned fruit juice that are part of the recipe) offers the hope of supervising this 

traditional preparation.  

The raw materials used in the preparation of sweet Plachia with rice are: round grain rice, milk, 

eggs, sugar, butter, optional vanilla, raisins, nuts, fruits (apples, pears, plums). The 

technological process involves going through the following steps:  

1. Beating eggs with sugar, adding vanilla and mixing them well. 

2. Boiling the water, adding the rice to the boiling water and mixing them well so that the grains 

do not stick. Let the rice boil for only a minute, then turn off the fire and leave in water for 3-5 

minutes until it swells a little. 

3. Passing the rice through the strainers and rinsing with cold water to remove the excess starch. 

4. Adding rice to the cauldron, milk, mixing with eggs beaten with sugar, melted butter and 

fruit peeled and cut into cubes or slices; 

5. Mixing the composition, covering the pot with a lid and placing in the preheated preliminary 

oven at 180 ° C. After 20 minutes, the cauldron is uncovered, making it possible to evaporate 

the accumulated liquid from the fruit. The ready-made Plachia is left in the cauldron for a little 

while to congeal.  

6. Warm serving as dessert. 

  
 

Figure 1. Plachie 
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The technology of preparing the Turkish dessert Sütlaç involves the use of the following 

ingredients: milk, round grain rice, sugar, vanilla, corn starch, egg (yolks) by going through the 

following steps:  

1. Boiling the rice in water according to the boiling time indicated for the type of rice. When 

the water has been absorbed completely, the fire stops and allowed to stand covered with a lid. 

2. Separation of the egg whites from the yolks in a dish, addition of the sugar and the vanilla or 

vanilla sugar. Mixing and adding 2/3 of milk. 

3. Putting the composition on the fire and stirring gently until the milk is heated. 

4. Mixing the remaining milk with the starch and pouring it into the hot liquid. Adding the rice 

and stirring until the composition thickens a little; 

5. Filling a pan with water up to half, and putting heat-resistant vessels in which the composition 

of milk with rice is poured; 

6. Placing the pan in the preheated oven at 180 ° C and baking for 20 minutes until the rumen 

crust is made on the surface; 

7. Remove it from the oven and let it cool.  

8. Serving when the preparation is well cooled or can be served and warm. If served cold 

decorate with nuts or fruit. 

Analyzing the ingredients in the composition of the recipe and the technological process of 

obtaining these two preparations, it is found that the traditional Moldovan sweet Plachie with 

rice has the same ingredients in its composition and the preparation method is the same as for 

the Turkish dessert Sütlaç. We only note that due to the fact that the recipe of the Turkish dessert 

Sütlaç contains starch, it has a finer and fluffier composition, while the recipe of sweet Plachia 

with rice includes various fruits, which attribute to the composition another structure. The 

analysis of the serving method shows the finding that the differences consist only in the fact 

that the Turkish dessert Sütlaç is prepared most often portioned directly into the dishes from 

which it is served. 

 

4. Discussion and Conclusions 

 

• For the Republic of Moldova, Plachia is not a specific preparation of a locality, it is 

prepared both in the center and in the south and north of the republic; 

• The Plachia also bears other names, such as ˮ rice with milk (orez cu lapte)ˮ or “standing 

up” (ˮsculătoareaˮ). The last name is due to the fact that it is served at the end of various 

festive dinners (the birth of children, weddings, funeral events), signifying that the event 

is on the end; 

• It can be prepared both sweet and salty; 

• It is prepared on milk frequently, only during the period of fasting the milk is replaced 

by water; 

• It can be served both hot and cold; 

• The method of heat treatment can be slow boiling or baking; 

• The sweet rice Plachia has in its composition the same ingredients as the Turkish dessert 

Sütlac, with only some small differences.  
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Abstract: Western Anatolia, comprises Menderes massif, Lycian nappes, Afyon and Tavşanlı 

zones, experienced regional high pressure/low temperature metamorphism by the 

contractional and extensional deformations of Alpine orogeny. The studied area, located 13 

km NE of the Emet (Kütahya), is in Afyon Zone. Middle-Upper Triassic İkibaşlı Formation 

which consists of metaclastics and carbonate lenses, forms the lower part of the study area. 

Jurassic Budağan limestone, composed of dolomitic carbonates, conformably overlies the 

İkibaşlı Formation. These two formations are overlain tectonically and metamorphosed by an 

ophiolitic nappe of the Dağardı Melange. The direction of the nappe transportation which 

caused the metamorphism, can be determined with kinematic studies along this tectonic 

contact zone.  

At the tectonic contact, Mesoscopic and microscobic structures which are used in kinematic 

studies, show that two different deformation phases, while the initial deformation phase (D1) 

is in ductile (Alpine), the last phase (D2) is brittle (Neotectonic). Neotectonic brittle high 

angle normal and oblique faulting (D2) overprint the ductile deformation phase (D1) in the 

study area. The measured linear structures in the metamorphic rocks of İkibaşlı Formation 

trend in NW−SE direction. Asymmetric sigmoids in the outcrops and rotated clasts in the 

oriented thin sections are used for determining the sense of movement of the tectonic slices 

and indicate top-to-the-NW sense of shear.  

This research which was prepared within the scope of the master’s thesis, has been supported 

by Balıkesir University Scientific Research Projects. 

Keywords: Ophiolite emplacement, Kinematic indicators, Afyon Zone 

1. Introduction

Western Turkey, separeted by the İzmir-Ankara suture, is commanly divided into the Pontides 

in the north and Anatolide–Tauride Block in the south (Ketin, 1966; Şengör and Yılmaz, 

1981; Okay et al. 1996) (Figure 1). The northern edge of the Anatolide-Tauride continent 

experienced regional HP/LT (high pressure/low temperature) metamorphism during the 

Alpine orogeny (Candan et al. 2005). The HP/LT Anatolides are generally subdivided into 

Tavşanlı Zone and Afyon Zone in the north and Menderes Massif and Lycian Nappes further 
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south by the type and age of the metamorphism (Okay and Tüysüz, 1999). Metamorphism of 

these tectonic units of the Anatolide-Tauride block in western Turkey is suggested by the 

transportation of nappes during Alpine evolution times (Şengör and Yılmaz, 1981; Şengör et. 

al. 1984). The emplacement direction of this nappe packages are in debate. Despite the debate 

about direction and age of the emplacement of the nappes, there are many structural analysis 

about Menderes Massif and Lycian Nappes (Bozkurt and Park, 1999; Güngör and Erdoğan, 

2001) but there has not sufficient kinematic study in the Afyon Zone.  

 

The studied area, composed of metamorphic rocks, carbonates, ophiolitic rocks and Neogen 

aged sedimentary rocks, located in Afyon Zone (Figure 1). Afyon Zone is made up of pre-

Mesozoic basement and unconformably overlying Mesozoic cover series. Metamorphic rocks 

of this zone, which are unconformably overlain by Upper Palaeocene–Lower Eocene 

sedimentary rocks, indicate a Paleocene age for the regional HP/LT metamorphism related to 

northward subduction of the Anatolide–Tauride platform beneath the Sakarya Zone (Candan 

et. al. 2005). The burial depth of this zone was approximately 35 km and it experienced 

HP/LT metamorphism under blueschist facies depending on mineral paragenesis including 

Fe-Mg carpholites and estimated P/T conditions for this zone rocks give 350 0C and 6–9 kbar 

(Candan et. al. 2005). In this paper the features and sense of movement of the Afyon Zone 

rocks are described. 

 

 
 

Figure 1: Simplified map shows the main tectonostratigraphic units and zones of Turkey and 

location of the study area (modified from Şengör and Yılmaz, 1981; Okay et al., 1996) (RSZ: 

Rhodope-Strandja Zone; TB: Thrace Basin; İ.Z.: İstanbul Zone; İAESZ: İzmir-Ankara 

Erzincan Suture Zone; BZSZ: Bitlis-Zagros Suture Zone; ITSZ: Inner Tauride Suture Zone; 

NAFZ: North Anatolian Fault Zone; EAFZ: East Anatolian Fault Zone) 
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2. Material and Method

2.1. Stratigraphy 

Candan et. al. (2005) defined the stratigraphy of the Afyon Zone as a Pan-African basement 

and unconformably overlying Mesozoic cover rocks. In the Emet (Kütahya) region, Akay et. 

al. (2011) defined the only upper part of the Afyon Zone and distinguished the zone into 

İkibaşlı Formation and Budağan limestone. In this study, in the Budağan mount region 

(Emet/Kütahya), only the Mesozoic upper part of the Afyon Zone exposes also. There are not 

any outcrops of the Pan-African basement of the Afyon Zone in the study area. The 

stratigraphy of the study area starts at the base with Middle-Upper Triassic İkibaşlı Formation 

(Figure 2). Jurasic Budağan limestone, comprises dolomitic carbonates, overlies the İkibaşlı 

Formation conformably. These two formations are overlain tectonically by an ophiolitic 

nappe with a low angle.     

İkibaşlı Formation consists of metaconglomerates, schists and marble interclations. The 

metaconglomeratic rocks, extending between the exit of the Işıklar Village and Saraycık road, 

forms the lowermost of the formation. The upper part of the formation passes to light-dark 

gray and light brown sericite-quartz schist, chlorite-sericite schist, biotite-sericite-quartz schist 

and chloritoid schist. In the metaclastics, there are white-gray-light blue coloured, thin 

recrystallized limestones and rarely dolomitic limestone lenses. The metaclastic rocks of the 

formation pass upward conformably to the Budağan limestone. The fossil contents of the 

formation indicate Triassic-Liassic age for the transition between the İkibaşlı and Budağan 

limestone (Akay et. al. 2011). In the Emet region, metaclastics and platform carbonates of the 

Afyon Zone are tectonically overlain along a low angle fault by Dağardı Melange of the 

İzmir-Ankara Suture Zone. Ultramafics which are composed of generally peridotites and 

serpentinized peridotites, are the most dominant rock type of Dağardı Melange in the study 

area. And also sub-ophiolitic metamorphic rocks were defined in this melange by Yüksel et. 

al. (2014) at Mount Murat region. The hornblende from these sub-ophiolitic metamorphic 

rocks yielded 100.7±1.3 Ma (Albian) (Yüksel et. al. 2014). The Baklan Granite and Eğrigöz 

pluton intruded into Mesozoic rocks after the emplacement of the ophiolitic nappe. The 

Baklan Granite was dated at 17,8±0,7–19,4±0,9 Ma by K/Ar method (Aydoğan et. al. 2008). 

In the study area, all units are unconformably overlain by Neogene units which bears borate 

minerals.  

Figure 2: Geological map of the study area (modified from Akdeniz and Konak, 1979) 
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2.2. Kinematic studies 

 

Kinematic studies from the contact zone between the Dağardı Melange and the underlying 

İkibaşlı Formation give information about the original position of these tectonic slices. 

Accordingly, we attached importance to mesoscopic and microscopic structures along the 

contact zone between these units. The methodology comprises systematic definitions and 

measurements of the mesoscopic shear criteria in outcrops oriented normal to the foliation and 

parallel to the associated stretching lineation and examinations of microscopic structures in 

oriented thin sections. Kinematic data gathered from mesoscopic and microscobic structures 

preserved in the metaclastics along the boundary between İkibaşlı Formation and Dağardı 

melange suggest two deformation phases (D1 and D2) and associated foliation and lineation 

(S1 and L1). The initial deformation phase (D1) is in ductile character and the last phase (D2) 

is in brittle character. 

 

The L1 mineral elongation/stretching lineation in the metaclastics is often contained within the 

S1 foliation and is defined mostly by the preferred parallel alignment of mostly micas and 

quartz (Figure 3a). Trending of these lineations have been used to define the tectonic transport 

direction. Linear structures measured in the metaclastics are shown in the Schmidt diagram 

and generally lineations are NW−SE-trending (Figure 3b). 

 

 
 

Figure 3: (a) The L1 mineral elongation/stretching lineation in the metaclastics of the İkibaşlı 

Formation (b) Contour diagram shows attitude of the linear fabric in the İkibaşlı Formation. 

 

Asymmetric sigmoids in the outcrops and in the oriented thin sections and also rotated clasts 

are used for determining the sense of movement of the tectonic slices. Close to the tectonic 

contact, these sigmoids are asymmetric in sections normal to the foliation and parallel to the 

stretching lineation and indicate top-to-the-NW sense of shear (Figure 4a,b,c).  
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Figure 4: (a) Photograph shows asymmetrically deformed quartz pebble in the İkibaşlı 

Formation. (b) and (c) Rotated clast in the oriented thin section point to a top-to-the-northwest 

tectonic transport direction (Width of view is 2 mm) 

 

The second deformation phase (D2) affected the study area and also the western Anatolia is 

the neotectonic brittle high angle normal and oblique faulting. These recent faults are the 

youngest structures in the study area and cut the well-developed S1 foliations in the İkibaşlı 

Formation and rocks of the ophiolitic nappe.     

 

3. Results 

 

Kinematic data gathered from mesoscopic and microscobic structures preserved in the 

metaclastics along the boundary between the İkibaşlı Formation and Dağardı melange, 

suggest two deformation phases (D1 and D2) and associated foliation and lineation (S1 and 

L1). The initial deformation phase (D1) is in ductile character and the last phase (D2) is in 

brittle character. A penetrative NW-trending strecthing lineation (L1) associated with 

thrusting was produced during the first deformation phase (D1). The kinematic indicators, the 

asymmetrical sigmoids, which observed both in the field and in the oriented thin sections, 

indicate top-to-the NW sense of shear at the tectonic contact between the İkibaşlı Formation 

and ophiolitic nappe. Neotectonic brittle high angle normal and oblique faulting (D2) 

overprint the ductile deformation phase (D1). 

 

4. Discussion and Conclusions 

 

Structural analysis in the study area (Afyon Zone) indicate top-to-the NW movement. This 

shear sense is inconsistent with previous studies of the metamorphism of the northern edge of 

the Anatolid-Tauride. Similarly, but in the Menderes Massif, Bozkurt and Park (1999) have 

adressed same incompatibility and proposed that top-to-the N-NNE sense of shear may have 

been related to the north-directed back-thrusting and internal imbrication of the Menderes 

Massif. Same top-to-the N-NNE fabrics of the Alpine contractional and extensional 

deformation phases have been determined in the submassives of the Menderes Massif (Verge, 

1995; Işık and Tekeli, 2001; Lips et al. 2001; Hetzel et al. 1998). This study in the Afyon 
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zone was carried out in a narrow area within the scope of the master's thesis. More 

comprehensive studies are needed to better understand the tectonics of the region. 
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Abstract: In the current study, we aimed to determine the total phenolic content (TPC) and 

total antioxidant capacity (TAC) of the ethanolic extracts of the ultrasonic - assisted 

Lagerstroemia indica L. leaves. In fall, Lagerstroemia indica L. leaves were collected from 

Isparta province of Turkey. Powdered Lagerstroemia indica L. leaves were subjected to 

ultrasonic extraction in 96% ethanol medium. The collected extracts were filtered from the 

residue and dried by evaporating the solvents with a rotary evaporator 

(IKA RV 10 digital, IKA, Germany)  at 50 oC under vacuum. we determined the TAC of 

extracts according to Ferriccyanide  (Fe3+)  Reducing Antioxidant Power  (FRAP) assay. On 

the other hand, TPC of the extracts was calculated according to the Folin-Ciocalteau method.  

FRAP value of extracts was calculated as 3.44 ± 0.27 mmol Trolox / g – extract. The total 

phenolics content of extracts were determined by the Folin-Ciocalteu procedure and 465.71 ± 

5.64 mg gallic acid equivalent (GAE) of phenols was detected in 1 g extract. The data revealed 

that TAC of the Lagerstroemia indica L. leaves was quite strong. Morover, the results showed 

that TPC of the extracts was quite high. 

Keywords: Lagerstroemia indica L. leaves, total phenolic content, total antioxidant capacity, 

FRAP assay, ultrasonic – assisted extraction 

1. Introduction

The crape myrtle is a Lagerstroemia indica species from the Lythraceae familial, a tall shrub 

that sheds its leaves in winter, or a small tree with a rounded crown that can grow up to 6-7 m. 

The body bark is thin, smooth and unusually silver gray and brown in color. The flowers of 

crape myrtle are very showy. It blooms in summer in the form of clusters of 5-20 cm in length 

and can be in pink, white, lilac color. Its short-stemmed leaves take on very pleasant colors such 

as yellow, orangish and reddish brown in autumn. This pleasant appearance makes it a unique 

landscape plant. 

The homeland of L. indica is China. The cultivars of the plant widespread in the regions like 

Bangladesh, Bhutan, Cambodia, India, Indonesia, Japan, Laos, Malaysia, Nepal, Pakistan, 

Philippines, Singapore, Sri Lanka, Thailand and Vietnam (Öztürk et al. 2018). 

1 Isparta University of Applied Sciences, Rose and Aromatic Plants Application and Research Center, Isparta, 
Turkey 
2 Süleyman Demirel University, Engineering Faculty Chemical Eng. Departmen, Isparta, Turkey 
* Corresponding author: umiterdogan@sdu.edu.tr
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The leaves of L. indica are used in traditional folk medicine. It is believed colloquially the 

leaves have, anticancer, antibacterial, antiviral, anti-obesity, antioxidant and blood sugar levels 

control properties. These features attract the attention of researchers on the leaves of the plant. 

Labib et al. (2013) reported that, aqueous methanol leaf extracts of Lagerstroemia indica L 

showed significant activities like anti- inflammatory, antipyretic, analgesic, antihyperglycemic, 

antioxidant and hepatoprotective. Ajaib et al. 2016, In their study, antimicrobial potential 

showed that extracts of L. indica were more effective than standard antimicrobial drugs and 

aqueous extract of leaves has highest TEAC value. Elsawi et al. (2018) in their study in which 

they investigated the effects of Lagerstroemia indica leaves on Alzheimer's, they stated that 

80% ethanolic extract of L. indica showed a promising effect as an Alzheimer's agent. 

In this study, the antioxidant content of the Lagerstroemia indica  leaves grown in the Isparta 

region was investigated, during the defoliation season. The reason for choosing the defoliation 

season is to determine the antioxidant potential of the fallen leaves and to convert them into 

new products and evaluate them. 

2. Materials and Methods

2.1. Chemicals 

Ethanol (96%) was purchased from ISOLAB Laborgeräte GmbH (Eschau, GERMANY). 

Potassium hexacyanoferrate(III) (K3[Fe(CN)6]), di-Sodium hydrogen phosphate dihydrate 

(Na2HPO4·2H2O), Sodium dihydrogen phosphate dihydrate (NaH2PO4·2H2O), Iron(III) 

chloride hexahydrate (FeCl3·6H2O), Gallic acid, trichloroacetic acid (TCA), were purchased 

from Merck (Darmstadt, Germany). All other chemicals used were analytical grade and 

obtained from either Sigma–Aldrich or Merck. 

2.2. Plant Material 

In fall, Lagerstroemia indica L. leaves  were collected from, Isparta province of Turkey. 

Samples were also identified by Prof. Sabri Erbaş and deposited at the herbarium of Faculty of 

Agriculture, Isparta University of Applied Sciences, with voucher specimen numbers Lİ32-

2022. 

2.3. Preparation of solutions 

The FRAP reagents were prepared as follows: To prepare 0.2 M phosphate buffer at pH 6.6, 

7.80 g of NaH2PO4·2H2O was dissolved in water and diluted to 250 mL with H2O such that its 

final concn. would be 0.2 M; 8.90 g of Na2HPO4·2H2O was dissolved in water and diluted to 

250 mL such that its final concn. would be 0.2 M. To prepare 0.2 M phosphate pH 6.6 buffer, 

62.5 mL of NaH2PO4·2H2O solution was mixed with 37.5 mL of Na2HP04·2H2O and diluted 

to a total of 200 mL with H2O (Stoll & Blanchard, 2009). Potassium ferricyanide solution (1%, 

w/v) was prepared daily by dissolving 1 g K3Fe(CN)6 in 1 mL of 1 M HCl and some water and 

diluting to 100 mL with water. Ferric chloride solution (0.1%, w/v) was prepared daily by 

dissolving 0.1 g of FeCl3·6H2O in 1 mL of 1 M HCl and some water and diluting to 100 mL 

with water. Trichloroacetic acid (TCA) solution (10%, w/v) was prepared by dissolving 10 g of 

TCA in water and diluting it to 100 mL with H2O. 
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2.4. Ultrasound-assisted extraction 

 

L. indica leaves were prepared prior to extraction by then grinding with a coffee grinder (Sinbo 

SCM 2934-Turkey). 5 g of ground L. indica leaves was  immersed  in 50 mL of 96% ethanol 

in a sealed bottle. Ultrasonic bath system (Power sonic 180, 40 kHz frequency and maximum 

150 W, internal size: 300 mm × 150 mm × 100 mm) was used for extraction. Ultrasound 

extraction was performed under the following experimental conditions: temperature; 50 ◦C, 

time; 45 min, solid/solvent ratio; 1:10 (w/v), and maximum ultrasound power (40 kHz and 150 

W power). The collected supernatants were filtered from the residue and dried by evaporating 

the solvents with a rotary evaporator (IKA RV 10 digital, IKA, Germany)  at 50 oC under 

vacuum.  

 

2.5. Total phenolic content by the Folin-Ciocalteau method 

 

The amount of total phenolic content of L. indica leaves extract was calculated with the Folin-

Ciocalteu reagent as indicated by the Slinkard and Singleton method (1977). Folin-Ciocalteu is 

a procedure used for the estimation of total phenolic compounds. Gallic acid was used as a 

standard phenolic compound. Briefly, 40 μl sample (1 mL of extract solution contains 1 mg 

extracts), a gallic acid calibration standard, or blank (deionized or distilled water) was put into 

a 15 mL falcon tube. Then, 3.16 mL water, followed by 200 μL FC reagent was added and 

mixed thoroughly by pipetting or inverting and incubate 1 to 8 min. After 5 min, 600 μL of 

Na2CO3 (20%) was added and afterward the mix was permitted to represent 2 h with 

discontinuous shaking. The absorbance was measured at 760 nm in a spectrophotometer 

(SHIMMADZU UV-1280 UV-Vis Spectrophotometer). A calibration curve was made by 

getting ready 40 μL aliquots of 25, 50, 100, 200 and 400 μg mL-1 arrangements of Gallic acid 

and the outcomes were stated as gallic acid equivalents in milligram per gram [mg GAE/g] of 

the sample. Absorbance = 0.0012 x Total phenols [Gallic Acid Equivalent (mg)] +0.0099 (R2: 

0.9994). The assessment was performed in triplicate. The measure of phenolic content in 

extracts was determined by the accompanying equation: 

T = C1 x V/M  

Where, T = Total phenolic content mg g-1 of extracts in GAE [Gallic acid equivalent]; C1 = The 

Concentration of Gallic acid established from the calibration curve μg mL-1; V = The Volume 

of extract solution [mL] M = The Weight of the extract [g]. 

 

2.6. The ferric reducing antioxidant power assay 

 

The antioxidant activities of L. indica leaves extract were measured by the FRAP assay, 

performed essentially as described by Beerker et al. (2007). Briefly, to x mLof antioxidant 

solution were added (1−x) mL of EtOH (96%), 2.5mL of 0.2M phosphate buffer (pH 6.6) and 

2.5mL of K3Fe(CN)6 solution (1%); the mixture was incubated at 50 oC on a water bath for 20 

min. The incubated mixture was let to cool to room temperature, and 2.5mL of TCA (10%) was 

added. The solution was thoroughly mixed, an aliquot of 2.5mL was withdrawn, and 2.5mL 

water followed by 0.5mL of FeCl3·6H2O solution (0.1%) was added so that the final volume 

was 5.5 mL. The absorbance of the resulting Prussian blue solution at 700 nm (A700) was 

measured after 2 min against a reagent blank. 
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3. Results and Discussion 

 

3.1. Total phenolic content results 

 

Total phenolic content was determined according to the Folin method. According to this 

analysis; high phenolic content indicates high antioxidant activity. According to the test used 

to measure the total amount of phenolic substances, the total amount of all water-soluble 

phenolic and polyphenolic substances was determined, since the Folin reagent forms a colored 

complex with all phenolic compounds such as phenolic acids, flavonoids, flavanols, 

anthocyanins. The content of phenolic compounds (mg/g) in L. indica leaves extract calculated 

using regression equation of calibration curve (y: 0.0012x + 0.009, r2: 0.9994) (Figure 1) and 

expressed in gallic acid equivalents (GAE) was calculated to be 465.71 ± 5.64  mg/g (GAE/g-

extract). However, different results have been reported in the literatüre. The total phenolic 

contents (TPC) of L. indica was assessed by using Folin-ciocalteu reagent and was found within 

the range 5.482 ± 0.08 to 40.333 ± 0.23 µg/mL of GAE with the maximum contents reported 

by petroleum ether bark extract and minimum contents by chloroform extract of leaves (Ajaib 

et al.,2016). In another study, total Phenolics identified in the 80% ethanolic extract of 

Lagerstromia indica were determined as 64.75 mg/g dry weight  (Al-Snafi, 2019). The data 

presented in the current study revealed a higher total phenolic content when comparing 

previously reported findings. This is because the intensity of the ultrasound power generates 

extra vibration in the sample molecules and facilitates the recovery of target compounds from 

solid to liquid solvent phase (Samaram et al., 2015). 

 

 

 
Figure 1. Gradient of absorbance vs. concentration graph for gallic acid calibration 

 

 

3.2. Total antioxidant capacity results 

 

We determined the TAC of extracts according to Ferriccyanide  (Fe3+)  Reducing Antioxidant 

Power  (FRAP) assay. In the FRAP method, the reducing capacity of extract was accomplished 

using Fe3+ to Fe2+ reduction assay. In this analysis, the yellow color of the FRAP test solution 

changed to shades of green and Prussian blue depending on the concentration of the reducing 

agent. The presence of reducing agents acting as antioxidants in the samples causes the 

Fe3+/ferricyanide complex to be reduced to the ferric form. Thus, Fe2+ can be tracked by 

measuring the formation of Prussian blue of Perl at 700 nm (Gülçin et al., 2006). FRAP value 
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of extracts was calculated as 3.44 ± 0.27 mmol Trolox / g – extract (Table 1). In the literature, 

the ferric reducing antioxidant power of L.indica leaves was determined as 2.665 mmol Tr/g-

extract (Xiang-mi et al., 2015). 

 

Table 1. Total phenolic content and total antioxidant capacity of L.indica leaves 

 

Sample FRAP assay total 

antioxidant capacity 

(mmolTR/g- extract) 

Total phenolic content 

(mg/g-extract) 

L.indica leaves extract 3.44 ± 0.27 465.71 ± 5.64   

 

4. Conclusions 

 

The data revealed that TAC of the Lagerstroemia indica L. leaves was quite strong. Morover, 

the results showed that TPC of the extracts was quite high. More studies are needed to determine 

in detail the individual phenolic compounds of Lagerstroemia indica L. leaves and to evaluate 

their antioxidant activity according to different in vitro antioxidant methods. 
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Abstract: The cultivation of lavender, which is among the medicinal aromatic plants, is quite 

common in Turkey. According to TUIK 2021 database on lavender cultivation area and 

production, lavender production is 6,108 tons. In Isparta, on the other hand, lavender 

agriculture has a high production rate of 38 %. In this context, it has been observed that the 

waste after distillation is not evaluated in enterprises producing lavender. When the literature 

is examined, it is seen that the lavender straws left after distillation have not been used in the 

production of activated carbon until today. This creates a serious waste. In this study, aimed 

to recycle lavender straws, which is an agricultural waste, into the raw material supply chain. 

Considering that natural resources are gradually decreasing and the waste storage limits of the 

earth are fulfilled, it is important to transform a waste material into a commercial product and 

to realize new designs for the use of this product. In this context, since the product to be 

recycled is the waste of a raw material used in the cosmetics industry, natural soap and natural 

toothpaste will be designed from the extracts and activated carbon obtained and tested by 

producing samples from them. 

Keywords: Essential oils, Lavandin waste, Activated carbon. 

1. Introduction

Environmental problems are at the forefront of the problems that endanger the lives of all 

living things in the world. Considering that natural resources are gradually decreasing and 

waste storage limits are being fulfilled, a lot of work has been done on waste disposal 

recently. However, while the waste is being disposed of, it also brings with it bigger 

problems. Therefore, industry, agriculture, etc. Reducing the increasing costs by converting 

other recyclable wastes into new products increases the variety of new products, a new market 

emerges from the products destroyed as waste, thus contributing to the country's economy. 

Essential oils have been commonly used in cosmetics for their pleasing aromas in products 

such as moisturizers, sunscreen, lotions, shampoos, bath and body products, soaps and 

perfumes, for centuries. (Cavanagh and Wilkinson, 2002). 

Lavender (Lavandula spp.) is a very valuable essential oil plant from the Lamiaceae family. 

(Guenther, 1952). 
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There are three important lavender species with high commercial value in world. These 

species are lavender (Lavandula angustifolia Mill.=L. officinalis L.=L. vera DC), lavandin 

(Lavandula intermedia Emeric ex Loisel.=L. hybrida L.) and spike lavender (Lavandula 

spica=L. latifolia Medik.). (Kara and Baydar, 2012). 

Lavandin (Lavandula intermedia Emeric ex Loisel) is a sterile hybrid of Lavandula 

angustifolia P.Mill. × Lavandula latifolia (L.f.) Medikus. The plant is native from the 

Mediterranean area and is widely cultivated for essential oil production which is used for 

perfumes, cosmetics, food processing and soap production. . Lavander and lavandin distilled 

straws, the by-products of oil extraction, were traditionally used for soil replenishment or 

converted to a fuel source. They are mineral and carbon-rich plant residues and, therfore, a 

cheap, readily available source of valuable substances of industrial interest, especially aroma 

and antioxidants ( e.g. terpenoids, lactones and phenolic compounds including coumarin, 

herniarin, α-bisabolol, rosmarinic and chlorogenic acids) (Lesage-Meessen et al., 2015). 

Laura et al. (Torras-Claveria et al., 2007), they investigated the phenolic content of lavandin 

waste to find an alternative use for this material. Different antioxidant activity fractions as 

well as total phenolic contents were evaluated by different methods. Twenty-three phenolic 

compounds were combined to ion spray mass spectrometry and identified by liquid 

chromatography (LC/MS/MS). They suggested some structure-activity relationships by 

associating the type of cleaning activity of different fractions with the identified phenolic 

compounds. The contents of representative phenolic acids (chlorogenic and rosmarinic) of 

Lamiaceae were evaluated by high performance liquid chromatography-diode array detection 

(HPLC-DAD) and compared with those of other plant species. 

Christophe et al. (Tiliacos et al., 2008), they extracted the waste belonging to the Grosso type 

of Lavandin with cyclohexane. The main components found as a result of GC-MS analysis of 

the extracts were lactones; coumarin and herniarin sesquiterpenes. 

1.1. Activated Carbon 

Activated carbon is a structure with high porosity and large surface area, which contains a 

high amount of carbon. 

There are multiple methods to obtain activated carbon. Generally, raw materials are first 

carbonized under high temperature and inert atmosphere conditions to obtain high yields, and 

then activated carbon is produced by performing various activation processes (Abdullah et al. 

2011). 

1.2.  Activated Carbon Production 

There is a wide range of substances that can be used in the production of activated carbon. 

Among the substances that can be carbon, there are vegetable origin (wood, agricultural 

wastes, nut shells, fruit seeds, etc.), mineral origin (coal, lignite, peat, petroleum) or polymeric 

materials (plastics, worn tires) (Yeganeh et al., 2006). 

Agricultural wastes and by-products, are fascinating as they fulfill most of the required 

properties as they are endowed with high carbon content, low inorganic, and are renewable 

materials generated in huge amounts every year (Girgis et al., 2007). 

The properties of activated carbons may vary depending on the raw material used and the 

production method (Yeganeh et al., 2006). The selection of the raw material and activation 

conditions to be used in production offers the opportunity to design different activated 
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carbons for different applications. The activated carbon industry has been using some 

agricultural and industrial product residues or by-products as raw materials for evaluation in 

the last decade (Nabais et al., 2011). 

1.3.  Activated Carbon Activation 

The main purpose of the activation process is to increase the pore volume and expand the 

surface area. 

Activation is divided into two as physical and chemical activation. 

1.4. Physical Activation 

The physical activation method takes place in two stages: carbonization and activation. 

First, the raw material is carbonized at high temperature. Then, the carbonaceous structure is 

activated at high temperatures with gases such as carbon dioxide (CO2), oxygen (O2), water 

vapor or a mixture of carbon dioxide and water vapor, and related reactions are carried out. 

Since the oxidizing gases used in the physical activation method bind the functional groups to 

themselves and remove these groups from the carbonaceous structure, the surface area and 

pore volume of the carbonaceous structure increase (Alan, 2019). 

1.5.  Chemical Activation 

The chemical activation method is the type of activation that occurs with the use of certain 

chemicals. 

Raw material, chemicals, carbonization temperature, impregnation rate directly affect the 

chemical activation method. Chemical substances facilitate the formation of microporous 

structures in activated carbon (Alan, 2019).  In the chemical activation process, many 

chemicals such as boric acid, calcium hydroxide, calcium chloride, phosphoric acid, sulfuric 

acid, zinc chloride, iron (III) chloride, potassium carbonate, potassium hydroxide, manganese 

(II) chloride, nitric acid, sodium chloride, sodium sulfate chemicals can be used (Gerhartz, 

1986; Wigmans, 1989). 

In this study, activated carbon was obtained from lavandin straws, which is an agricultural 

waste after steam distillation of the lavandin plant. 

2. Materials and Methods 

 

2.1. Plant Material 

 

Lavandin cv. Super (Lavandula × intermedia Emeric ex Loiseleur, Lamiaceae) collected 

during the flowering period in Isparta province. After distillation, the remaining material was 

air-dried at a temperature below 40 °C. Then were ground into powder with the help of a 

grinder and stored at 4 °C. Powder state is shown in figure1. 
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Figure 1. Powder of lavandin straws 

 

2.2. Samples Preperation and Extraction 

 

The extraction were performed with two organic solvents of increasing polarity: Ethyl acetate 

and n-hexane. For each solvent, 100 g of dry powder were extracted with 1000 mL of solvent 

by maceration for 48 h at room temperature. The mixture was filtered and evaporated using 

rotary evaporator to obtain the crude extract.  

 

The obtained extracts were determined by GC-MS device for the amounts of essential oil 

components in their content. 

 

2.3. Activated Carbon Preperation 

 

After the extraction process, the lavandin straws separated from the filter and the optimum 

temperature and time were determined by conducting experiments in the N2 atmosphere in the 

(GEMO PC107) muffle furnace to obtain activated carbon. The muffle furnace used in the 

production of activated carbon is shown in figure 2. Pyrolyzed activated carbons are shown in 

figure 3. 

 
Figure 2. Muffle furnace used in the production of activated carbon 

 

 

 
Figure 3. Pyrolyzed activated carbons 
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3. Results 

 

After determining the appropriate temperature and time interval for the activated carbon, the 

values in graphics 1 and 2 are seen as determined. It has been determined that the optimum 

conditions for the production of activated carbon are 800 °C and 10 minutes. 

 

 

 
 

Graphic 1. Determining of optimum temperature 

 

 
 

Graphic 2. Determining of optimum time 

 

4. Discussion and Conclusions 

 

In this study, the optimum pyrolysis time and optimum pyrolysis temperature required for the 

production of activated carbon from lavender pulp were determined. Accordingly, all 

pyrolysis is completed at 800 degrees and no further reduction in mass occurs. The time 

required for this was found to be 10 minutes. Since there is no study on the production of 
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activated carbon from lavender pulp in the literature, the results obtained will guide future 

studies. 
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Abstract: In this study, it was aimed to investigate the extraction of phenolic substances from 

dried olive tree leaves and encapsulation techniques to convert this obtained extract into a 

storable form. Alpha and beta cyclodextrin were used as encapsulation material. The 

appropriate cyclodextrin dose and type were determined by providing the re-release of 

phenolic substances encapsulated in both cyclodextrins. Phenolic compounds were extracted 

by methanol extraction of olive leaves and total phenolic substance amounts were determined 

as mg GAE/g dry matter by Folin-Cialculate method. Extractions were carried out from olive 

leaves by methanol different dry matter/solvent ratio (5g/15mL, 5g/25 mL and 5g/35 mL) and 

determined highest total polyphenol content. Results shows that highest total polyphenol 

content is 42.58 – 49.59 mg GAE/g dry matter. According to the results obtained, alpha 

cyclodectrin is much more efficient than beta in calculating the encapsulation efficiency using 

water.Although the results are very close in the method using methanol, the efficiency of 

alpha cyclodesktrin is still higher than beta. 

Keywords: Olive leaf, phenolic, encapsulation, alpha and beta cyclodextrin 

1. Introduction

Olive (Olea europaea L.) leaves contain important phenolic compounds and therefore have 

been used in folk medicine for a long time. Olive leaves, which are generally seen as waste 

material after olive harvest, contain many phenolic compounds and the leaves containing this 

phenolic substance have antibacterial, antifungal and antioxidant properties. Due to the 

natural phenolic content and antioxidant properties of the olive leaf, it has commercial 

importance as it can be used directly as food. Olive leaves are rich in phenolic compounds 

with biological effects, one of the by-products of olive harvest. 

Olive trees are among the longest-lived trees in the world. The main reason for this is that 

they produce a substance called "oleuropein", which gives the tree resistance against diseases 

and pests. Oleuropein belongs to a very specific group of coumarin-like compounds, called 

secoiridoids, which are abundant in Oleaceas, Gentianales, Cornales and many other plants. 

Iridoids and secoiridoids are compounds, usually glycosidically bound, produced from the 

secondary metabolism of terpenes as precursors of various indole alkaloids (Soler et al 2000). 

Oleuropein has been reported to have antioxidant, anticancer, anti-inflammatory, 

cardioprotective, neuroprotective, and hepatoprotective effects (Shamshoum et al 2017) 
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Olives and olive leaves both contain oleuropein. It was first isolated from olive leaves erly 

1900s (Barrett, 2015).  

Talhiu et al. (2105) stated in their studies that 25 kg of by-products are obtained from the 

olive tree as a result of pruning every year. They stated that 25% by weight of this amount is 

formed by leaves, 25% by thick branches and the remaining 50% by thin branches. 

 

That is, only at the end of pruning, 6.25 kg of leaves are obtained. If the leaves that can be 

collected after fruit harvest are added to this amount, it can be said that there is a great 

potential as a natural antioxidant source. Altıok et al. (2008) associated the use of olive tree 

leaves as a medicine in traditional medicine with the fact that the leaves are rich in 

polyphenols such as oleuropein, rutin, verbacoside, apigenin-7-glucoside and luteolin-7-

glucoside. 

 

In this study, olive tree leaves collected after harvest were macerated in different amounts of 

solvent and phenolic components were extracted by solid-liquid extraction. The optimum 

solvent/leaf ratio was determined from the results obtained. The obtained phenolic 

compounds were then encapsulated using alpha and beta cyclodextrin. The encapsulation 

efficiencies were analyzed and the appropriate cyclodextrin type was determined. 

 

2. Materials and Methods 

 

Olive leaves were picked from Antalya Province, Manavgat county by hand last year in 

October. Olive leaves were separated from the stem and left to dry at room at room 

temperature an than it was storage in vacuum packaging until the analysis. Methanol was 

purchase from Sigma- Aldrich, alpha and beta Cyclodextrin purchased from Ashland Global 

chemicals company. 

 

2.1. Phenolic extraction 

 

Olive leaves were ground with a Waring blender. 15 mL (1 to 3), 25 mL (1 to 5) and 35 mL (1 

to 7) methanol were added to 5 g of ground olive leaves and kept in the dark at room 

temperature for 24 hours. After that samples filtered and stored in dark bottles until analysis. 

The total phenolic content of the extracts was determined by the Folin-Ciocalteu 

spectrophotometric method and the dry matter/solvent ratio in the extraction was determined. 

The highest total phenolic content was determined in the extraction performed with the 

addition of 15 mL of methanol on 5 g sample. 

 

2.2. Determination of the total amount of phenolic substances 

 

The total amount of phenolic compounds extracted from olive leaf by methanol was measured 

by using the Folin-Ciocalteu spectrophotometric method at a wavelength of 765 nm, and the 

result was calculated as mg gallic acid equivalent (GAE)/g leaf (Singleton ve Rossi, 1965). 

 

2.3. Encapsulation of olive leaf extract with alpha and beta cyclodextrin 

 

Alpha and beta cyclodextrin were used as coating material for the encapsulation process. The 

encapsulation was carried out by homogenizing the alpha and beta cyclodextrin, which is the 

coating material in different molar ratios of the extract. Powder alpha and beta cyclodextrins 

to be used in the encapsulation process were added to the 10 mL  olive leaf extract with the 
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ratios of 0.0025 mol, 0.0010 mol and 0.0005 mol, and homogenized with Ultra Turrax (Ika, 

Staufen, Germany) for 7 minutes at 2500 rpm. The homogenized solution was transferred to 

glass petri dishes and dried in a vacuum dryer at 0.5 bar pressure at 40°C. The capsules 

obtained after drying were crushed and ground in a porcelain mortar. The ground powder 

capsules were sealed in the bottles in an airtight manner and stored at room conditions until 

analysis. 

 

2.4. Encapsulation efficiency 

 

The encapsulation efficiency (%EE) was calculated using Equation 1 by dividing the total 

phenolic substance encapsulated into the powder capsules to the total phenolic substance 

amount in the leaf extracts. There is no reference method for the effectiveness of the capsules. 

In this context, a preliminary study was carried out. In this context, a preliminary study was 

carried out. 10 mL of methanol was added to 1 g powder capsule and ultrasound assisted 

extraction was applied for 5 minutes at 100% power. The same process was carried out by 

adding water to the capsule. After the extraction process, the prepared solutions were 

centrifuged at 4000 rpm for 5 minutes. The polyphenol content of the capsule solution was 

determined using the Folin & Ciocalteau method (Najafi-Soulari et al., 2016). 

 

EE % = (We ∕ Wt) × 100          Eq.1 

 

We: Total polyphenol content of the encapsulated samples 

Wt: Total polyphenol content of the extract 

 

3. Results  

 

Extraction carried out from olive leaves by methanol different dry matter/solvent ratio 

(5g/15mL, 5g/25 mL and 5g/ 35 mL)  and determined highest total polyphenol content.  The 

total phenolic contents determined for all three trials are given in the table 1. 

 

Table 1. Total total phenolic contents (mgGAE/g sample) 

Trial 1 Trial 2 Trial 3 

(5g leaf /15 mL methanol) (5g leaf /25 mL methanol)  (5g leaf /35 mL methanol) 

49.59± 0.43 mg GAE/g leaf  45.33± 0.86mg GAE/g leaf  42.58± 0.91mg GAE/g leaf  

  

The total amount of phenolic content of the leafs was determined as gallic acid equivalent 

(GAE). It was determined as 42.58 – 49.59 mg GAE /g dry matter. As can be seen from the 

table, trial 1 has the highest total phenolic content. For this reason, in the continuation of the 

study, extraction was performed over this ratio (1 to 3). 

 

Table 2. Quantities of α and β cyclodextrin used for 10 ml extract in encapsulation 

α-Cyclodextrin  α-Cyclodextrin 

(g/10mL extract) 

β-Cyclodextrin 

 

β-Cyclodextrin 

(g/10mL extract) 

0.0025 mol 2.43 g 0.0025 mol 2.84 g 

0.0010 mol 0.97 g 0.0010 mol 1.14 g 

0.0005 mol 0.49 g 0.0005 mol 0.57 g 

 

Olive leaf extract (10 mL) was encapsulated with α and β cyclodextrin according to the mole 

ratio given in the table 2. As can be seen from the table 3, the amount of encapsulated 
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phenolic substance decreases depending on the increasing amount of cyclodextrin. For this 

reason, studies were continued with the highest yield ratio (0.0005 mol/10 mL) in the trials. 

 

Table 3. Encapsule total phenolic content (mg GAE/g dry  matter) 

Mole α-Cyclodextrin  

 

β-Cyclodextrin 

 

Methanol Water Methanol Water 

0.0025 mol 23.69±0.17  21.82±0.05 25.85±0.10 18.50±0.52 

0.0010 mol 40.21±0.85 35.25±0.06 41.53±1.21 29.71±0.26 

0.0005 mol 42.12±0.36 37.35±0.59 36.84±0.29 20.90±0.35 

 

Table 4. Encapsule Efficiency (%) 

Mole α-Cyclodextrin β-Cyclodextrin 

 

Methanol Water Methanol Water 

0.0025 mol 47.76±0.74 44.00±0.09 52.12±0.14 37.31±1.04 

0.0010 mol 81.08±1.71 71.08±0.11 74.29±0.42 42.14±0.70 

0.0005 mol 84.93±0.73 75.32±1.19 83.75±1.73 59.92±0.52 

 

The total polyphenol content of the capsule release solution was determined using the Folin & 

Ciocalteau method. Encapsulation efficiency of capsules dissolved with methanol was found 

to be higher than those dissolved with water. However, in the study with alpha cyclodextrin, 

the release of encapsulated phenolic substances back into the water was also quite high. This 

can be interpreted as beta cyclodextrin forms stronger inclusion complexes with phenolic 

substances and is not willing to re-release. 

 

4. Discussion and Conclusions 

 

According to the results obtained, the encapsulation efficiency of alpha cyclodextrine is 

higher than a very small amount of beta cyclodectrin in methanol solution. However, an 

important difference is that it has 20-40% higher efficiency in the re-release tests with water. 

In 2019, Jaski et al tried different methods to complex olive leaf extracts with β-cyclodextrin 

(β-CD) and to confirm how the extracts act as antioxidants in olive oil in free form and as 

inclusion complex. They obtainded extracts by pressurized liquid extraction at 343 K and  104 

kPa with ethanol and determined total phenols by Folin-Ciocalteu was 0.12 kg GAE kg−1. In 

our study, 50 mg/g was obtained by using 1:3 methanol at room conditions. Kaltsa et al., in 

their study in 2020, stated that the total polyphenol content of olive leaves can vary between 

20.9 and 144.2 mg GAE/g, depending on the extraction method used. 
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Determination of Cellulosic Content of Waste Lavender Stems 
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Abstract: In this study, it was aimed to determine the chemical composition of lavender pulp, 

which became garbage after essential oil extraction. The cellulose content of waste lavender 

flowers was determined with Kurschner and Hoffer method, the chlorite method developed by 

Wise and Karl was used to determine the amount of holocellulose and lignin content was 

determined with TAPPI T 222 om-88 method. As a result of the study, it was determined that 

it contains 32 % cellulose. Cellulose obtained from waste can be used as raw material 

resource. 

Keywords: Lavender waste, cellulose, lignin, chemical composition 

1. Introduction

Lavender is the common name of plant species of Mediterranean origin that make up the 

genus Lavandula from the Lamiaceae family. It is a lavender genus, shrub-like plant with 

clustered spike-shaped blue, purplish or red flowers that grows in a wide area extending from 

the islands of the Atlantic Ocean to the countries around the Mediterranean and to India. 

Lavandula genus has 48 species that naturally spread in different parts of the world. These 

species have hundreds of genotypes that differ in the chemical composition and 

developmental forms of their essential oils (Katar et al. 2020). There are three main types of 

lavender with high commercial value in the world. English lavender Lavander (Lavandula 

angustifolia Mill. = L. officinalis L. = L. vera DC) and Spike lavander (Lavandula spica = L. 

latifolia Medik.) have higher essential oil quality, while the hybrid named Lavandin 

(Lavandula) intermedia Emeric ex Loisel. = L. hybrida L.) has a higher essential oil yield 

(Karakaş and İzci 2021) 

Lavender is a plant that is not picky in terms of soil. It grows very well in dry and calcareous 

soils with high permeability to lime and pH of 5.8-8.3. It is highly resistant to drought, heat 

and cold. However, sometimes cold damage is seen in regions with very harsh winters 

(Aslancan, and Sarıbaşi 2011). Our country is mostly under the influence of the 

Mediterranean climate. Therefore, lavender cultivation is very common in Antalya and 

Aegean regions in our country. It needs a mountainous area at an altitude of 600-2000 meters 

above sea level to grow. Since it likes sloping, barren and not very irrigated soil, there are 

several gardens in our country where mass production is made.  
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The lavender oil obtained from the lavender flower can be easily used in meals and salads. At 

the same time, when used as a massage oil, it removes bad odors from the body. It is also 

good for headaches, stress and muscle aches. 

The economy of lavender, which draws attention with its eye-catching color and scent, is 

developing rapidly every year. It can be used in many areas in the cosmetics, food, medicine, 

cleaning and health sectors, both with its visual contribution to ecotourism and its usage areas. 

This plant, which is unsuitable for irrigation and suitable for growing in barren places, is also 

in high demand by farmers. Lavenders, which have been preferred by producers in recent 

years for their contribution to tourism as well as their economic input, attract people with their 

beautiful appearance and smell. So much so that the producers have turned their fields into 

natural studio space. Especially photographers bride, groom, engaged couples take lots of 

photos among the lavenders. Domestic and foreign tourists spend their time wandering around 

the fragrant gardens. 

1.1.Essential oil obtaining methods from lavender 

1.1.1 Distillation 

The distillation method was developed in Spain and France in the early 1300s to obtain 

essential oil. When it comes to years, new techniques have started to be implemented in order 

to meet the needs of different branches such as pharmacology (Kılıç , 2008). 

There are various distillation and extraction methods to obtain essential oil. These are: 

1.1.2. Distillation Methods 

. Hydrodistillation  

. Steam Distillation 

. Vacuum Distillation 

1.1.3. Extraction Methods 

. Solvent Extraction 

. Supercritical Fluid Extraction 

. Microwave-Assisted Extraction 

. Pressurized Solvent- Extraction 

. Solid Phase Micro extraction 

1.1.4. Simultaneous distillation and extraction  

. Pressing 
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Samar Mansouria and his friends have got investigated the chemical composition of the 

Tunisian vine stems waste. The obtained data show that the stems are characterized by 

relatively high amounts of lignin (28.1%), holocellulose (65.4%) and extractives, especially in 

ethanol–toluene mixture (11.3%). In contrast, the -cellulose content is low (35%).  It has 

been concluded that ıt is suitable for paper raw material making, because the strings contain 

sufficient quantity of holocelülose (Mansouri, 2012). 

In the study of Cömert and Karaboyacı, It is seen that there are 35 different components after 

distillation in the lavender stalks that are discarded as garbage. 

The main component of this content is trans squalene, which constitutes one quarter of the 

total volatile content. Other main components are alphaBisabolol with 7.73%, Nonacosane 

with 10.74% and Tetratetracontan with 11.52% (Cömert, 2022). 

In the study of Saldana et al.,They characterized coffee pulp (Coffea arabica)and green tea 

(Camellia sinensis) residues for use as a substrate for solid state fermentation for cellulase 

production. In 2017, world coffee production amounted to just over 9.2 million tons. Brazil 

was the world's largest producer (2.6 million tons), followed by Vietnam (1.5 million tons). It 

is estimated that 50% of the production is commercial. 4.6 million tons of green coffee is 

discarded as coffee pulp. As a result of the study, green tea residues emerge as a suitable 

material for the production of cellulase by solid fermentation (Saldana, 2021). 

In the study of Chilev and her team in 2022, The global essential oils market demand was 

estimated at 247.08 kilotons in 2020 and is expected to grow at a compound annual growth 

rate of 7.5% from 2020 to 2027. These essential oils have gained importance in terms of 

therapeutic, cosmetic, aromatic, fragrance and spiritual uses. Their production produces 

enormous amounts of residual biomass. These waste residues contain natural antioxidants. It 

has attracted attention due to its benefits to human health (Chilev, 2022). 

On the other hand, Karaboyacı and Uğur obtained dyestuff from waste lavender pulp in their 

study. After oil extraction, natural dyes were obtained from the pulp of lavender and Spartium 

junceum flowers and the pulp of Dimrit grape red wine. The dyeing of wool yarns with these 

compounds as natural dyestuffs was investigated and ecological wool dyeing was obtained by 

using non-toxic and ecological mordants. As a conclusion, it was demonstrated that pulps 

could create environmental pollution can be used as natural dye source for the ecological 

dyeing of textile woollen materials (Karaboyacı, 2014). 

When the lavender flower production amounts in our country are examined, it is seen that 292 

tons of lavender flowers were produced in Isparta and 108 tons of lavender flowers were 

produced in Afyonkarahisar. In 2019, 668 tons of production was made in Isparta and 279 

tons in Afyonkarahisar. (TUIK,2020). 
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2. Materials and Methods

2.1. Cellulose Extraction 

The cellulose extraction of waste lavender flowers was made by the Kurschner and Hoffer 

method (1931). Approximately 2 g of sample was treated with 100 mL of 1:4 (V/V mixture of 

nitric acid and ethanol and allowed to boil under reflux for 1 hour. After boiling for 1 hour, 

the sample was filtered and this process was repeated 3 times. After cooling, the remaining 

cellulose was filtered off and  washed with distilled water until the filtrate was neutralized. 

2.2. Holocellulose Extraction 

Holocellulose is the carbohydrate complex that remains after the lignin substance of the plant 

has been removed. In the study, the chlorite method developed by Wise and Karl (1962) was 

used to determine the amount of holocellulose. 

80 mL of distilled water was added to 2.5 g of waste lavender flower pulp. By adding 0.3 mL 

of acetic acid and 0.75 g of sodium chloride, the reaction was carried out at 80 ֠C for 1 hour 

under reflux. Afterwards, 0.3 mL of acetic acid and 0.75 g of sodium chloride were added 

again and waited for 1 hour. This process was repeated 3 times in total. After 3 hours, the 

mixture was filtered. The drying process was carried out by washing with distilled water and 

acetone.  

2.3.Lignin Extraction 

100 mL of 72% H2SO4 solvent was added to 2 g of waste lavender flower pulp. It was 

allowed to rest for 2 hours, stirring every 10 minutes. Then 300 mL of distilled water was 

added and boiled for 15 minutes. The drying process was carried out by washing with distilled 

water. 

3. Results

The chemical composition of lavender obtained as a result of the analyzes are summarized in 

the table below. According to the results obtained, although the plant is not a perennial plant, 

it has a relatively high cellulose content. Although the stems have been previously distilled 

and degreased, they still contain 4 percent extractive material. therefore, waste straws can be 

re-evaluated both as a source of cellulose and as a source of extractive material. 

Table 1. Chemical Composition of Spartium Lavender Flowers 

Material % 

Cellulose 32 

Holocellulose 64 

Lignin 32 

Extractive substances 4 

Yan-xing et al., (2011) in their study named "Analysis of Chemical Components and 

Morphology of the Stem Fiber of Lavandula Pinnata L", have reported that, lavender stems 

benzene-alcohol extract content was 8.25%, total lignin content was 32.04%, and nitric-
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ethanol cellulose content was 27.62%. The cellulose and lignin content obtained in this study 

is consistent with our study. 

4. Discussion and Conclusions

The increase in the use of wood and the decrease in forest resources in the forest products 

industry led the paper industry to different alternative raw materials. One of them is the use of 

annual plants and their wastes in pulp and paper production. In this context, many studies 

have been carried out and are continuing. Fatma et al.studys in 2019 rose wastes includes %36 

cellulose and high enough to be used in pulp production. Cömert et al. 2022 it is seen that 

there are 35 different components in the lavender stalks that are discarded as garbage after 

distillation. The main component in the content is trans squalane and constitutes one quarter 

of the total volatile content. In the study conducted by Sabathier et al. in 2017, they obtained 

33.7% cellulose, 13.9% hemicelluloses and 14.7% lignin from lavender powders. 
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/ Automobile Face Design Trends and Their Impact on Consumers 

Ümit Bayırlı*1 

Abstract: The appearance of the products gives them a character and influences the consumer 

perception and purchasing decisions. The automobiles that are associated with the characters 

they have among the existing products in the market and marketed in this direction, and their 

faces, as they are perceived together with the radiator grilles and headlights, constitute the scope 

of this study. The study was carried out with 102 participants by questionnaire method and 

aimed to measure the perceptions of the participants on automobile faces. The participants 

evaluated 27 automobile faces using predetermined adjectives. With the collected data, the car 

face design trends that have changed since the 2000s and the effects of car faces on the 

consumers have been determined. In the light of the data obtained, it has been determined that 

the automobile faces that are being designed today are perceived by consumers as more and 

more aggressive, sporty, modern, robust, fast and attractive than the ones in 2000’s and 2010’s. 

Keywords: Automobile face, consumer perception, product characteristics, industrial design 

1. Giriş

Ürünler dış görünüşleri sebebi ile tüketiciler tarafından bir karaktere, kişiliğe büründürülürler. 

Nasıl ki insanlar tanımadıkları birinin yüz hatlarından yola çıkarak o kişi hakkında sempatik, 

ciddi, sert gibi sıfatları kullanarak çıkarımlar yapıyorsa, aynı şekilde ürünler hakkında da 

çıkarımlar yapar (Janlert & Stolterman, 1997). Bu çıkarımlar yapılırken ürünlerin fonksiyonları 

bir kenara bırakılıp sadece dış görünüşlerinden yola çıkılır. Bu bağlamda, otomobiller de 

insanlar tarafından sıkça bir karakter ile bağdaştırılarak öne çıkmaktadır. Otomobil üreticileri 

ve tasarımcılar da bu konu üzerinde pazarlama stratejileri geliştirmekte ve tüketicileri kendi 

ürünlerine çekmeye çalışmaktadır. Otomobillerin ön yüzleri bir karakterle bağdaştırılmaları 

hususunda önemli rol oynar. Farların gözlerle, radyatör ızgarasının da ağızla ilişkilendirildiği 

otomobil yüzleri, genellikle hayvan yüzleri ile benzeştirilir (Burgess & King, 2004; Sano, 

2010). Bu çalışma kapsamında 2000’li yıllardan günümüze kadar tasarlananmış belirli 

otomobillerin yüzleri incelenmiş, tasarım trendleri belirlenmiş ve bu otomobil yüzlerinin 

tüketici üzerinde yarattığı etki tespit edilmiştir.  

2. Ürün Tasarımlarının Tüketici Üzerinde Etkileri

İnsanlar ürünlerin şeklinden, renginden, kalitesinden, malzemesinden, işlevinden vs. 

etkilenerek satın alma kararları verirler. Yapılan çalışmalar bu satın alma kararlarının %80’inin 

görme eylemi sonucunda verildiğini ortaya koyar (Schmitt, Köhler, Dura & Diaz-Pineda, 

302



2013). Dolayısıyla ürünlerin dış görünüşü tüketicilerin algıları, yorumlamaları, duyguları, 

kararları ve eylemleri üzerinde büyük etkiye sahiptir (Bi, Li, Wagner & Reid, 2017; Bloch, 

1995). Bu bilgi ışığında, firmalar ve tasarımcıları da tasarladıkları ürünlerin dış görünümlerine 

büyük önem verirler. Crilly, Moultrie ve Clarkson’a göre (2009) tasarımcılar, tasarladıkları 

ürünler vasıtası ile tüketicide sekiz farklı davranış biçimi ortaya çıkarmayı amaçlar: dikkatlerini 

çekmek, ürünü fark etmelerini sağlamak, ürünü ilgi çekici bulmalarını sağlamak, ürünün 

fonksiyonunu idrak etmelerini sağlamak, tasarım sürecinde amaçlanan nitelikleri kavramalarını 

sağlamak, kimliklerini olumlu bir şekilde ifade etmelerini sağlamak, duygularını ortaya 

çıkarmak ve eyleme teşvik etmek. Belirtilen davranış biçimlerinden çoğu ürünün dış görünüşü 

ve o dış görünüşün tüketici duyguları, kararları ve eylemleri üzerindeki etkileri ile yakından 

ilişkilidir.  

Damasio’nun (1994) çalışmalarının sonuçları yaygın inanışın aksine insanların karar verme 

süreçlerinin mantıksal düşünce sonucu ortaya çıkmadığını savunmaktadır. Çalışmasında, beyin 

hasarları sonucu zarar görmüş duyguşsal sistemlerinin haricinde son derece sağlıklı olan 

insanların satın alma kararları veremedikleri görülmüştür. Bu nedenle duyuşsal sistemin satın 

alma kararlarında insanlar için büyük öneme sahip olduğu öne sürülebilir.  

Tüketicilerin dikkatini çekmek ve satın alma kararlarını etkilemek hususunda tüketicileri 

tanımak da büyük öneme sahiptir. Bu bağlamda, kullanıcı ihtiyaç ve tercihlerinin belirlenmesi 

ve tasarımcıların tasarladıkları tasarım stratejileri ile tüketicilerin algıları arasındaki ilişkilerin 

ürün semantiği açısından incelenmesi oldukça önemlidir (Hsu, Chuang & Chang, 2000; 

Krippendorf, 1995). Firmalar ve tasarımcılar, tüketici araştırmaları yaparak, tüketicilerin 

ürünün görsel görünümünü nasıl yorumladıklarını tespit edebilir, istenen tepkiyi uyandıran 

kavramsal modelleri belirleyebilir, tüketici tarafından neyin çekici ve zevkli olarak 

algılandığını anlayabilir ve böylece gelecekteki tasarımlarını geliştirebilirler (Chang & Wu, 

2007; Crilly, Moultrie & Clarkson, 2009; Jagtap, 2018). Bu bağlamda, bu çalışma, tüketicilerin 

otomobil yüzlerine ilişkin algılarını belirleyerek farların ve radyatör ızgaralarının görsel 

formuna nasıl tepki verildiğini anlamayı, bu tepkileri etkileyen stilistik kuralları ve form 

karakterlerini belirlemeyi ve tasarım sürecinde faydalanılmak üzere otomobil tasarımcıları bir 

rehber sunmayı amaçlamaktadır. 

3. Yöntem

Tüketicilerin otomobil yüzleri üzerindeki algılarını belirlemek amacı ile, farklı yıllarda, farklı 

segmentlerde ve farklı üreticiler tarafından üretilmiş 27 adet otomobil belirlenmiştir (Şekil 1). 

Bu otomobilleri 2000’li, 2010’lu ve 2020’li yıllarda, Avrupa, Amerika ve Uzak Doğu menşeili 

üreticiler tarafından üretilmiş dokuz adet b, dokuz adet c ve 9 adet d segmenti otomobil 

oluşturmaktadır. Bir ürünün algılanması karmaşık bir süreç olduğundan ve biçim, renk, 

malzeme gibi birçok değişken birlikte çalıştığından dolayı (Hsu, Chuang & Chang, 2000; 

Mono, 1997) otomobil fotoğraflarını kullanmak yerine seçilen otomobillerin yüzlerinin 

siluetleri Adobe Illustrator programı kullanılarak oluşturulmuştur. Bu sayede marka, dış form, 

boyut gibi çalışmanın sonuçlarını etkileyebilecek değişkenlerin sayısını en aza indirgemek 

amaçlanmıştır.  

Tüketicilerin algılarını ölçmek için, Kansei mühendisliği (Nagamachi, 1995), anlamsal 

diferansiyel yöntem (Osgood, Suci & Tannenbaum, 1957) ve görsel ürün deneyimi (Warell, 

2008) gibi çeşitli yaklaşımlar yaygın olarak kullanılmaktadır. Bu yaklaşımlar sıfatlar, bu 

sıfatların sınıflandırılması ve bir değerlendirme aracı gerektirir. Bu çalışmada Likert ölçeklerini 

kullanan semantik diferansiyel yöntemi kullanılmış ve analizi izlenebilir kılmak ve 

katılımcıların harcadıkları zamanı azaltmak için zıt anlamlı sıfatlar tercih edilmiştir. Çalışma 

için gerekli olan sıfatlar, literatürden ve otomobil üreticilerinin web sitelerinden derlenmiştir. 
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Toplanan sıfatlar değerlendirilmiş, benzerleri elenmiş ve zıt anlamlılarıyla birlikte en çok 

kullanılan altı adet sıfat çalışma için seçilmiştir: ağırbaşlı – sportif, sempatik – agresif, kırılgan 

– sağlam, geleneksel – modern, itici – çekici ve yavaş – hızlı. Katılımcıların yanıtları çevrimiçi 

bir anket aracılığıyla toplanmıştır. Ankette katılımcılardan 27 adet otomobilin yüzlerini 7’li 

Likert ölçeği (bir tarafta bir sıfat, ortada nötr, diğer tarafta sıfatın zıt anlamlısı) üzerinden 

değerlendirmeleri istenmiştir. Katılımcılardan otomobili tanınmaları durumunda, resimlerde 

verilen otomobil yüzlerine odaklanmaları ve motor gücü, boyut, dayanıklılık, malzeme kalitesi 

gibi diğer özelliklerini göz ardı etmeleri istenmiştir. 

 

Şekil 1. Çalışma kapsamında incelenen otomobil yüzleri 

4. Bulgular 

Çalışmaya çeşitli yaş gruplarında 102 katılımcı (31 kadın, 71 erkek) katılmıştır (Tablo 1). 

Sonuçlar SPSS kullanılarak analiz edilmiş ve her otomobilin 7’li Likert ölçeğinde aldıkları 

puanlar tespit edilmiştir.  

Tablo 1. Katılımcı bilgileri 

 18-25 25-35 35-45 45-55 55 ve fazlası Toplam 

Kadın 9 4 8 5 5 31 

Erkek 8 17 13 19 14 71 

Toplam 17 21 21 24 19 102 
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Elde edilen bulgular ışığında Şekil 2, 3 ve 4’teki saçılım diyagramları oluşturulmuştur. Bu 

diyagramlarda otomobil modelinden sonra yazılan 1 rakamı o modelin 2000’lerde; 2 rakamı o 

modelin 2010’larda; 3 rakamı ise 2020’lerde tasarlandığını ve üretildiğini belirtmektedir.  

 

Şekil 2. Otomobil yüzlerinin ağırbaşlılık – sportiflik ve sempatiklik – agresiflik sıfatları 

kapsamında aldıkları ortalama puanlar (soldaki diyagram 2000’leri, ortadaki 2010’ları, sağdaki 

2020’leri göstermektedir) 

 

Şekil 3. Otomobil yüzlerinin kırılganlık – sağlamlık ve geleneksellik – modernlik sıfatları 

kapsamında aldıkları ortalama puanlar (soldaki diyagram 2000’leri, ortadaki 2010’ları, sağdaki 

2020’leri göstermektedir) 

 

Şekil 4. Otomobil yüzlerinin iticilik – çekicilik ve yavaşlık – hızlılık sıfatları kapsamında 

aldıkları ortalama puanlar (soldaki diyagram 2000’leri, ortadaki 2010’ları, sağdaki 2020’leri 

göstermektedir) 

Diyagramlar incelendiğinde 2000’li ve 2020’li yıllar arasında otomobil yüzlerinin kullanıcılar 

tarafından gitgide daha sportif, agresif, sağlam, modern, çekici ve hızlı olarak algılandığı 

belirtilebilir. Belirtilen yıllardaki otomobil yüzlerindeki değişim incelendiğinde ise giderek 

daha keskin hatlı farların ve büyük radyatör ızgaralarının tercih edildiğini söylemek mümkün. 

Bu hususta daha keskin çizgilerin ve hacimli formların kullanıcıda sportiflik, agresiflik, 

sağlamlık, modernlik, çekicilik ve hızlılık algısı yarattığı söylenebilir.  

5. Sonuç 

Tüketicide istenen algıları ve tepkileri uyandırmak için bir ürünün parçalarının görsel öğelerini 

ve özelliklerini ve tüm ürünün karakterini anlamak ve yeniden tasarlamak, endüstriyel 

tasarımda önemli bir husustur. Mevcut çalışmalar, araba yüzlerinin insan ve hayvan yüzleriyle 
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ilişkilendirilebileceğini öne sürmektedir (Burgess & King, 2004; Sano, 2010). Ancak, 

tüketicilerin bu yüz unsurlarının özelliklerini nasıl algıladıklarını belirlemekte yetersiz 

kalmışlardır. Bu anlamda bu çalışma, farların ve radyatör ızgaralarının özelliklerini ve tüketici 

üzerindeki etkilerini ortaya koymaktadır. Çalışmada yer alan otomobil yüzlerindeki tasarım 

unsurlarının yıllar içerisindeki değişimi yazarın çıkarımlarından oluşmaktadır. Ayrıca sonuçlar 

sadece Türk halkının algılarını yansıtmaktadır. Bu nedenle sonuçların genellenebilmesi için 

farklı kültürlerde farklı araba yüzlerini araştıran benzer araştırmalar yapılmalıdır. Ayrıca Janlert 

ve Stolterman'ın (1997) belirttiği gibi karakter, çeşitli özelliklerin bir kombinasyonudur ve 

karakterlerin genelini yansıtması için özelliklerin birbiriyle tutarlı olması gerekir. Bir tüketici, 

renk, boyutlar, gövde stili, malzemeler, güvenlik vb. gibi çeşitli yönleri göz önünde 

bulundurarak bir otomobille ilgili genel algısını sentezler. Bu nedenle, tasarım sürecinde 

üreticilere ve otomobil tasarımcılarına rehberlik etmesi için otomobil yüzlerinin yanı sıra diğer 

faktörler ve bunların karşılıklı ilişkileri de incelenmelidir. 
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Abstract: Today, the increasing population and this situation have caused an increase in the 

demand for energy. The use of renewable energy systems is becoming increasingly important 

due to the concerns arising from the decrease in fossil fuels and the environmental damage it 

causes. The offered system composes the freshwater production plant (FWPP), second part 

hydrogen production plant (HPP), third part hydrogen compression plant (HCP). The novelty 

of this paper is to design and analyze sea water driven integrated cycle for multigeneration with 

power and hydrogen production. The outputs of this study show that the energy and exergy 

efficiencies of the whole system are 68.04% and 58.92%, respectively. In addition, the fresh 

water and hydrogen productions produced in the system were calculated as 26.43 and 0.291 

kg/s. 

Keywords: Distillation; Energy; Exergy; Hydrogen production. 

1. Introduction

The increase in the human population also plays an important role among the reasons for the 

rapid increase in energy demands in the world. So how is the human population a factor at this 

point? The most important factor in the first place is the improvement of comfort conditions. 

Because as comfort conditions improve, the demands of human beings and, accordingly, the 

development of technology act together. The biggest input in providing comfort conditions is 

energy. There is a need for energy both in terms of technology and industry. Although there is 

energy production from fossil fuels today, the decrease in these resources, carbon dioxide 

emissions, global warming, etc. For such reasons, an inevitable search begins. Due to the 

environmental and sustainable nature of renewable energy sources, a rapid transition to this 

direction has begun. Rather than power generation from renewable energy sources, the rapid 

consumption of water resources is at alarming levels for now. It is a well-known fact that the 

world's water resources are concentrated in the seas. However, considering the impact of 

saltwater use on living conditions, these resources should be converted to fresh water with the 

help of chemical processes. Delpisheh et al. (2021) investigated the thermodynamic 

performance of a solar-assisted system to produce hydrogen from seawater. As a result of the 

parametric analysis, the authors found the hydrogen production rates to be 4.33 g/s, 2.62 g/s, 

and 3.54 g/s, respectively, according to the solar radiation values. Yilmaz et al. 2021 developed 

a novel system based on the gas turbine. The modeled system consists of the Brayton cycle, 
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reheat Rankine cycle, ORC, thermal distillation and PEM. As a result of their analysis, they 

found that the energy and exergy efficiencies of the system were 0.6076 and 0.5671, 

respectively. In addition, the authors found that the hydrogen production rate was 0.001742 kg-

1 and the clean water production 0.7647 kg-1. Safari and Dincer offered a novel multigeneration 

model which are consist of the Brayton cycle, ORC, and multi-effect desalination unit useful 

products. Authors designed and conducted an integrated system so as to produce hydrogen, 

heat, and power. According to analyzes the energy and exergy efficiencies of proposed cycle 

were calculated as 63.6% and 40%, respectively. Further, the production rates power, 

freshwater, hydrogen, and hot water are acquired as 1102 kW, 0.94 kg/s, 0.347 kg/h, and 1.82 

kg/s, respectively. In this study, the production of fresh water from sea water and, accordingly, 

the production and storage of hydrogen are considered. 

2. Material Method 

2.1. System Description 

The design in which electrical energy production, hydrogen production, freshwater production, 

and hydrogen compression-storage systems using sea water are made is given in Figure 1. 

The system consisting of these four parts has been examined separately. In the first part, 

freshwater production from sea water and electric energy were provided. During this process, 

seawater is filtered and chemically treated. Fresh water coming into the mixing chamber by 

applying the reverse osmosis method has a temperature of 44 ℃. From here it is sent to the 

freshwater tank. Water heated up to 80 °C in the preheater of the PEM electrolyzer is sent to 

the PEM electrolysis. Before this stage, the energy of sea water discharged from reverse 

osmosis produces electrical energy with the help of a Pelton turbine. The generated electrical 

energy was sent to the PEM in the second part as input. The hydrogen obtained here was 

compressed and stored with the help of compressors. 

 

Figure 1. Seawater based hydrogen production and storage plant 
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2.2. Thermodynamics analysis 

In the modeled, we examined the energy and exergy performances of the sea-water based 

hydrogen production and storage plant integrated usage system. Engineering Equation Solver 

(EES) package program is used in calculations. In this context, considering the first and second 

laws of thermodynamics, four fundamental equations of mass, energy, entropy and exergy 

equilibrium can be given as follows (Dincer and Rosen 2020). 

 
∑�̇�𝑖 =∑�̇�𝑜           (1) 

 

�̇�𝑖 + �̇�𝑖 + ∑�̇�𝑖 ℎ𝑖 = �̇�𝑜 + �̇�𝑜 + ∑�̇�𝑜 ℎ𝑜       (2) 

 

∑�̇�𝑖 𝑠𝑖 +∑
�̇�𝑘

�̇�𝑘
+ �̇�𝑔𝑒𝑛 = ∑�̇�𝑜 𝑠𝑜        (3) 

 

�̇�𝑥𝑄,𝑖 + �̇�𝑖 + ∑�̇�𝑖 𝑒𝑥𝑖 = �̇�𝑥𝑄,𝑜 + �̇�𝑜 + ∑�̇�𝑜 𝑒𝑥𝑜 + �̇�𝑥𝑑     (4) 

 

Here, the subscripts 𝑖 and 𝑒 describe the streams inlet and exit the components. Also, h and s 

explain the enthalpy and entropy terms, respectively. The heat and work exergy rates can be 

defined as: 

 

�̇�𝑥𝑄 = (1 −
𝑇0

𝑇
) ∗ �̇�          (5) 

 

�̇�𝑥𝑑 = 𝑇0 ∗ �̇�𝑔𝑒𝑛          (6) 

 

After writing the general balance equation, the specific exergy term can be written as: 

𝑒𝑥 = (ℎ − ℎ0) − 𝑇0(𝑠 − 𝑠0)         (7) 

 

3. Results 

Detailed performance analysis of the new design model, whose schematic representation is 

given above, is handled by determining the exergy destruction rates together with the energy 

and exergy efficiencies. Before moving on to these calculations, the assumptions presented in 

Table 1 in the system are made and the kinetic and potential energy changes of the whole system 

are neglected. The reference temperature and pressure are taken as 25 °C and 101.3 kPa, 

respectively.  Besides, the whole plant and components are modeled as a steady-state flow. The 

results of this parametric study carried out with a package program called EES (Klein, 2021) 

are illustrated in Table 1 below. 
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Table 1. Thermodynamical properties of state points 

Flow 

number 

𝑇 

(C) 

𝑃 

(kPa) 

�̇� 

(kg/s) 

ℎ 

(kJ/kg) 

𝑠 

(kJ/kgK) 

𝑒𝑥 

(kJ/kg) 

1 44.5 101.3 48.45 177.8 0.6034 2.407 

2 44.6 652 48.45 178.7 0.6047 2.973 

3 44.6 652 48.45 178.7 0.6047 2.973 

4 44.6 629 0.08325 187.3 0.633 3.11 

5 44.66 320 0.08325 187.3 0.634 2.818 

6 44.6 629 48.39 178.7 0.6047 2.951 

7 44.6 610 48.39 178.7 0.6047 2.932 

8 46.2 6002 48.39 190.4 0.6248 8.653 

9 46.2 610 19.35 185.1 0.6248 3.344 

10 41 101.3 19.35 163.7 0.559 1.619 

11 46.2 320 29.03 193.7 0.6541 3.229 

12 45.7 320 29.11 191.6 0.6476 3.092 

13 45.75 101.3 29.11 191.6 0.6483 2.886 

14 45.75 101.3 26.43 191.6 0.6483 2.886 

15 45.75 101.3 2.682 191.6 0.6483 2.886 

16 80 101.3 2.682 335 1.075 18.94 

17 80 101.3 2.391 50.5 0.1556 127.2 

18 80 101.3 0.291 4723 55.81 85.63 

19 266.3 500 0.291 7426 55.36 2901 

20 25 500 0.291 3933 46.79 1966 

21 266.3 2500 0.291 7441 48.72 4896 

22 25 2500 0.291 3942 40.13 3960 

23 697 75000 0.291 14395 43.36 13449 

24 25 75000 0.291 4419 25.83 8702 

25 26 300 8.38 109.2 0.3809 0.2063 

26 55 300 8.38 230.5 0.7678 6.117 

27 26 300 8.394 109.2 0.3809 0.2063 

28 55 300 8.394 230.5 0.7678 6.117 

29 26 300 14.16 109.2 0.3809 0.2063 

30 75 300 14.16 314.2 1.015 16 

 

In addition, the generated/consumed power values and useful outputs obtained in the system 

are shown in Table 2. 
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Table 2. Production/consumption values and useful outputs 

Component Power production (kW) 

Pelton turbine 414.2 

Components Power consumption 

(kW) 

Low pressure pump 43.6 

High pressure pump 566.2 

PEM water heater 384.6 

PEM electrolyzer 835.3 

Hydrogen compressor 1 786.6 

Hydrogen compressor 2 1021 

Hydrogen compressor 3 3042 

Useful outputs 

Hydrogen 0.291 kg/s 

Fresh water 26.43 kg/s 

 

The energy and exergy efficiencies of the sub-cycles that make up the system are given in 

Table 3. Also, the exergy destruction of the cycles is also given in Table 3. 

Table 3. Efficiencies results of sub-cycles based on the energy and exergy perspective 

Sub-plants and integrated 

plant 

Energy 

efficiency 

Exergy 

efficiency 

Exergy 

destruction rate 

(kW) 

Fresh water production plant 0.7017 0.6328 1943 

Hydrogen production plant 0.7329 0.6605 2391 

Hydrogen compression plant 0.5291 0.4169 4078 

Overall plant 0.6804 0.5892 8412 

 

Figure 2 shows effect of reference temperature on the energy efficiencies of integrated plant 

and its sub-plants. The effect of changing the reference temperature between 0 C and 50 C on 

the energy efficiency of the overall system (OS) ranged from 65.9% to 70.6%.  

 

312



 

Figure 2. Effect of reference temperature on energy efficiency for overall system and its sub-

plants 

 

Figure. 3, shows the effect of reference temperature on the exergy efficiencies of the integrated 

plant and its sub-plants. The effect of changing the reference temperature between 0C and 

50C on the exergy efficiency of the overall system (OS) ranged from 56.8% to 61.4%.  

 

 

Figure 3. Effect of reference temperature on exergy efficiency for overall system and its sub-

plants 
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Figure 4 shows the effect of reference temperature on power consumption and exergy 

destruction rate of integrated system. In terms of power consumption, it is seen that the net 

power consumption decreased from 6716 kW to 5565 kW by decreasing the reference 

temperature between 0 C and 50 C. When we look at the exergy destruction rate of the system, 

it is seen that the exergy discharge rate of the system decreases from 9471 kW to 7117 kW by 

decreasing the reference temperature between 0 C and 50 C. 

Figure 4. Effect of reference temperature on total power consumption and exergy destruction 

rate. 

Figure 5 shows the effect of reference temperature on hydrogen production and freshwater 

production of integrated system. In terms of hydrogen production, it is seen that the hydrogen 

production increased from 0.2715 kg/s to 0.3276 kg/s by increasing the reference temperature 

between 0 C and 50 C. When we look at the fresh water production, it is seen that the fresh 

water production increased from 23.48 kg/s to 31.24 kg/s by increasing the reference 

temperature between0 C and 50 C. 

Figure. 5. Effect of reference temperature on hydrogen and fresh water production. 
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4. Conclusions

In this paper, energy and exergy analyzes of the Seawater based hydrogen production and 

storage plant integrated usage system. The system consisting of these four parts has been 

examined separately. The first part freshwater production plant (FWPP), the second part 

hydrogen production plant (HPP), the third part hydrogen compression plant (HCP), and the 

last part overall system (OS). 

• In terms of energy efficiency, FWPP, HPP, HCP, and OS are 70.17%, 73.29%, 52.91%,

and 68.04%, respectively.

• In terms of exergy efficiency, FWPP, HPP, HCP, and OS are 63.28%, 66.05%, 41.69%,

and 58.92%, respectively.

• In terms of exergy destruction rate, FWPP, HPP, HCP, and OS are 1943 kW, 2391 kW,

4078 kW, and 8412 kW respectively.

• Hydrogen generation capacity is 0.291 kg/s and fresh water production capacity is 26.43

kg/s.
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Abstract: Nowadays, because of the increasing population and the decrease in fossil fuels, 

governments have had to search for a clean and sustainable energy source. Solar energy is one 

of the most effective ways to solve problems. Power generation plants relied on renewable 

energy sources have considerable potential not only to overcome environmental issues but also 

to minimize global warming potential in the world. The proposed system consists of solar tower, 

sCO2 cycle, tCO2 cycle and thermo-chemical cycle. The principal object of this work is to 

design and analyze the study, solar driven integrated cycle for multigeneration with power and 

hydrogen production. The result of parametric analyzes of the study illustrated that at 25℃ 

which are reference temperature the overall energy and exergy efficiencies 41.37% and 38.14% 

and net power, and the hydrogen production rates are 12483 kW, 0.1036 kgs-1. For 800W/m2 

solar radiation, the overall energy and exergy efficiency of the system was found to be 41.82% 

and 39.07%. Moreover, net power, and hydrogen production rates are 13064 kW, 0.1093 kgs-1. 

Keywords: Solar energy; Solar tower; Cu-Cl cycle; Energy; Exergy; Hydrogen production. 

1. Introduction

The energy demand, which emerged due to the rapid increase in population and economic 

developments, has become a major problem for the whole world. Although fossil fuels are still 

seen as primary energy sources today, the reserves of these resources are gradually decreasing. 

The use of solar energy is the best alternative way to avoid many threats (depletion of the ozone 

layer, climate and environmental changes, etc.) emerging from the use of fossil fuels. It is a 

clean, renewable, and sustainable type of energy that does not create pollution, which has an 

abundant source of solar energy. There are several studies about solar tower assisted sCO2/tCO2 

power cycle in the literature. 

AlZahrani and Dincer (2018) presented a novel system absorption refrigeration system 

supported reheat tCO2 power cycle for CSP (concentration solar power) applications. Based on 

the proposed system, the energy and exergy efficiencies of the tCO2 power cycle reached 34% 

and 82%, respectively. The authors have also computed the energy and exergy efficiencies of 
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the integrated CSP system (solar to electricity) and were to be approximately 20% and 55%, 

respectively. Moreover, they stated that the integrated system is promising for CSP 

applications. Zhang et al (2022) proposed a novel cogeneration system. Their system is 

composed of sCO2 (recompression Brayton cycle with intercooling and heating), steam Rankine 

and absorption cooling system. They calculated the energy and exergy efficiencies of the 

proposed system as 0.4304, 0.0915, 0.0234 and 0.4464, 0.0174, 0.0024, respectively, in terms 

of electricity, heating, and cooling capacity. Al-Sulaiman and Atif (2015) compared five 

different sCO2 cycles (simple, regenerative, recompression, pre-compression, and split 

expansion) layouts in terms of their thermodynamic performance for the solar tower. They 

picked three days chosen 16th of March, the 11th of June, and the 10th of December to compare 

the net power and thermal efficiencies of sCO2 cycles. They observed that the highest thermal 

and highest net power was the recompression sCO2 cycle among all cycles, at June noontime. 

maximum thermal efficiency of this cycle alone was 52%, while the thermal efficiency of 

integrated system was found to be 40%. Corumlu and Ozturk (2021) suggested a novel 

multigeneration system assisted solar energy. Their parametric results indicate energy and 

exergy performances of suggested system were 22.21% and 14.02% respectively. Authors also 

found that hydrogen production rate was 0.002514 kg/s. Khan and Mishra (2021) investigated 

thermodynamical assessment of solar tower integrated with sCO2 (pre-compression) and ORC 

cycle to recover energy from waste heat. They selected working fluid isopentane, R245fa, 

R236fa, isobutane and R227ea for ORC cycle. In their analysis, R227ea and isobutane working 

fluids were observed as the best and worst fluids. They calculated that net power and thermal 

efficiency of proposed system as 278.5 kW and 51.83%. Moreover, outcomes of study showed 

thermal efficiency and net power output of suggested system was increased 4.52% and 4.51%, 

utilizing ORC cycle. Khan and Mishra (2022) proposed a cascade sCO2-ORC power cycle for 

the solar tower system. As a result of their analysis, they found the maximum exergy efficiency 

and thermal efficiency of the proposed system as 51.93% and 48.3%, respectively. They also 

observed that the best fluid for the ORC cycle is R1224yd(Z). Binotti et al. (2017) compared 

thermodynamical performance of three different sCO2 cycle (recompression, partial cooling, 

recompression with main compression intercooling) in terms of solar-to-electric efficiency in 

solar tower. The authors found that the best performing cycle among the three cycles was sCO2

(recompression with main compression intercooling), and calculated the efficiency as 24.5%. 

The principal object of this work is to design and analyze the study, the solar driven integrated 

cycle for multigeneration with power and hydrogen production. 

2. Material and Method

2.1. System Description 

In this work, solar energy is chosen as power supply of suggested multigeneration to beneficial 

outputs which are solar to power generation and hydrogen production. The proposed 

multigeneration system is demonstrated in Figure 1.  As could be seen in this Figure 1, the 

suggested system composes of four subsystems that are solar cycle (SC) supercritical CO2 cycle 

(sCO2), transcritical CO2 (tCO2) cycle and thermo-chemical cycle (TC) for hydrogen 

production unit. A solar tower collector was used because of its high operating temperature and 

high concentration. The thermal energy collected from the heliostat field is transferred to the 

central receiver. The thermal energy collected in the central receiver supplies whole energy 

requirement of the system. The fluid at high temperature from the solar receiver at point 3 enters 

the sCO2 turbine and as a result of the expansion in the turbine, electricity is generated. The gas 

with decreasing pressure and temperature from sCO2 turbine at point 4 enters HEX-I for use in 
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Cu-Cl and tCO2 cycles. The fluid whose temperature and pressure are still usable is transferred 

from the HEX-I to the HEX-II. In this work, thermo-chemical Cu-Cl cycle with four stages is 

utilized with the four stage to produce clean hydrogen. The Cu-Cl thermo-chemical cycle is a 

hybrid process that come off both heat and electricity, and hydrogen is generated just by diverse 

reactions tCO2 sub-plant consists of the HEX-II, pump, condenser, and turbine. The tCO2 liquid 

in saturated liquid phase at point 6 is sent to the tCO2 pump to be pressurized. The fluid coming 

out of the tCO2 pump is transferred to the HEX-II to become superheated steam. As a result of 

the heat transfer in HEX-II at point 8 enters tCO2 turbine then electric power is generated. The 

fluid whose pressure drops in the HEX-II is sent to the sCO2 compressor to pressurize and 

transferred to the solar receiver to complete the cycle. 

 

 
Figure 1. Schematic plan of the modeled integrated cycle 

 

 

2.2. Thermodynamics Analysis 

 

To analyze the thermodynamics of the presented integrated system, the temperatures, pressures, 

enthalpies, entropies, and exergies of all flows in the system are determined. For each part of 

the integrated plant, the exergy destruction rate is defined to determine the location of the 

irreversible plant losses. Engineering equation solver (EES) software was utilized to calculate 

the performance of integrated system. 

 

System analysis and assumptions 

• The integrated plant operates in the steady state working. 

• Ambient temperature (T0) and pressure (P0) are chosen as 25 C and 101.3 kPa. 

• Pressure drops in the pipelines and parts are disregarded. 

• Compressors, pumps, and turbines work at specified isentropic performances. 

• Energetic and exergetic values for kinetic and potential energies are neglected. 
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In this part, the mass, energy, entropy, and exergy balance equations of the proposed system 

based on the first and second laws of thermodynamics are given below (Dincer and Rosen 

2020). 

 

Mass balance is defined as; 

 
∑�̇�𝑖 =∑�̇�𝑜           (1) 

 

The subscript 𝑖 and 𝑜 represent inlet and outlet flow. Energy balance is written as; 

 

�̇�𝑖 + �̇�𝑖 + ∑�̇�𝑖 ℎ𝑖 = �̇�𝑜 + �̇�𝑜 + ∑�̇�𝑜 ℎ𝑜       (2) 

 

�̇� and �̇� indicate the heat transfer and work rate, respectively. 

 

Entropy balance is described as; 

∑�̇�𝑖 𝑠𝑖 +∑
�̇�𝑘

�̇�𝑘
+ �̇�𝑔𝑒𝑛 = ∑�̇�𝑜 𝑠𝑜        (3) 

�̇�𝑔𝑒𝑛 and s denote entropy generation and specific entropy, respectively. 

 

Exergy balance is defined as; 

 

�̇�𝑥𝑄,𝑖 + �̇�𝑖 + ∑�̇�𝑖 𝑒𝑥𝑖 = �̇�𝑥𝑄,𝑜 + �̇�𝑜 + ∑�̇�𝑜 𝑒𝑥𝑜 + �̇�𝑥𝑑     (4) 

 

�̇�𝑥𝑄 defines the exergy transfer rate of heat transfer throughout system boundaries. 

 

�̇�𝑥𝑄 = (1 −
𝑇0

𝑇
) �̇�          (5) 

 

Also, the exergy destruction rate can be expressed as; 

 

�̇�𝑥𝑑 = 𝑇0�̇�𝑔𝑒𝑛          (6) 

 

2.2.1. Cu-Cl Thermochemical Cycle 

 

In this section of the study, the energy and exergetic equilibrium equations of the four-step Cu-

Cl thermochemical process, which was presented in Table 1 for hydrogen production, and 

balance equations for multigeneration plant, are defined below for each component in Table 2. 

 

Table 1. Chemical reactions of Cu-Cl cycle (Onder et al. 2020) 

 

Stages Reactions 

Stage I (Electrolysis) 2CuCl(aq)+2HCl(aq)→H2(g)+2CuCl2(aq) 

Stage II (Dryer) CuCl2(aq) → CuCl2(s) 

Stage III (Hydrolysis reactor) CuCl2(s)+H2O(g) →Cu2OCl2(s)+2HCl(g) 

Stage IV (Decomposition reactor) Cu2OCl2(s) →0.5O2(g)+2CuCl(l) 
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Energy and exergy equations for hydrolysis reactor are defined below; 

 

Hydrolsis reactor: 

 

�̇�𝑇𝐶1ℎ𝑇𝐶1 + �̇�𝑇𝐶6ℎ𝑇𝐶6 + �̇�𝑇𝐶8ℎ𝑇𝐶8 = �̇�𝑇𝐶2ℎ𝑇𝐶2 + �̇�𝑇𝐶9ℎ𝑇𝐶9 

 

�̇�𝑇𝐶1𝑒𝑥𝑇𝐶1 + �̇�𝑇𝐶6𝑒𝑥𝑇𝐶6 + �̇�𝑇𝐶8𝑒𝑥𝑇𝐶8 = �̇�𝑇𝐶2𝑒𝑥𝑇𝐶2 + �̇�𝑇𝐶9𝑒𝑥𝑇𝐶9 + �̇�𝑥𝐷,𝐻𝑟 

 

Energy and exergy equations for decomposition reactor can be expressed as; 

 

Decomposition reactor: 

 

�̇�𝑇𝐶2ℎ𝑇𝐶2 = �̇�𝑇𝐶3ℎ𝑇𝐶3 + �̇�12ℎ12 

 

�̇�𝑇𝐶2𝑒𝑥𝑇𝐶2 = �̇�𝑇𝐶3𝑒𝑥𝑇𝐶3 + �̇�12𝑒𝑥12 + �̇�𝑥𝐷,𝐷𝐶 

 

Energy and exergy equations for HEX-CuCl 1 can be written as; 

 

HEX-CuCl 1: 

 

�̇�𝑇𝐶9ℎ𝑇𝐶9 + �̇�𝑇𝐶11ℎ𝑇𝐶11 = �̇�𝑇𝐶10ℎ𝑇𝐶10 + �̇�𝑇𝐶12ℎ𝑇𝐶12 

 

�̇�𝑇𝐶9𝑒𝑥𝑇𝐶9 + �̇�𝑇𝐶11𝑒𝑥𝑇𝐶11 = �̇�𝑇𝐶10𝑒𝑥𝑇𝐶10 + �̇�𝑇𝐶12𝑒𝑥𝑇𝐶12 + �̇�𝑥𝐷,𝐻𝐸𝑋−𝐶𝑢𝐶𝑙1 

 

Energy and exergy equations for HEX-CuCl 2are described as below; 

 

HEX-CuCl 2: 

 

�̇�𝑇𝐶3ℎ𝑇𝐶3 + �̇�𝑇𝐶7ℎ𝑇𝐶7 = �̇�𝑇𝐶4ℎ𝑇𝐶4 + �̇�𝑇𝐶8ℎ𝑇𝐶8 

 

�̇�𝑇𝐶3𝑒𝑥𝑇𝐶3 + �̇�𝑇𝐶7𝑒𝑥𝑇𝐶7 = �̇�𝑇𝐶4𝑒𝑥𝑇𝐶4 + �̇�𝑇𝐶8𝑒𝑥𝑇𝐶8 + �̇�𝑥𝐷,𝐻𝐸𝑋−𝐶𝑢𝐶𝑙2 

 

Energy and exergy equations for electrolysis are defined as below; 

 

Electrolysis: 

 

�̇�𝑇𝐶4ℎ𝑇𝐶4 + �̇�𝑇𝐶10ℎ𝑇𝐶10 + �̇�𝑇𝐶13ℎ𝑇𝐶13 + �̇�𝑆𝐶𝑂2,𝑡𝑢𝑟 = �̇�𝑇𝐶5ℎ𝑇𝐶5 + �̇�13ℎ13 

 

�̇�𝑇𝐶4𝑒𝑥𝑇𝐶4 + �̇�𝑇𝐶10𝑒𝑥𝑇𝐶10 + �̇�𝑇𝐶13𝑒𝑥𝑇𝐶13 + �̇�𝑥𝑆−𝐶𝑂2,𝑡𝑢𝑟
𝐷 = �̇�𝑇𝐶5𝑒𝑥𝑇𝐶5 + �̇�13𝑒𝑥13 + �̇�𝑥𝑒𝑙𝑒𝑐

𝐷  

 

Energy and exergy equations for dryer can be expressed as below; 

 

Dryer: 

 

�̇�𝑇𝐶5ℎ𝑇𝐶5 = �̇�𝑇𝐶13ℎ𝑇𝐶13 + �̇�𝑇𝐶6ℎ𝑇𝐶6 

 

�̇�𝑇𝐶5𝑒𝑥𝑇𝐶5 = �̇�𝑇𝐶13𝑒𝑥𝑇𝐶13 + �̇�𝑇𝐶6𝑒𝑥𝑇𝐶6 + �̇�𝑥𝐷𝑟𝑦
𝐷  
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Table 2. Balance equations for multigeneration plant 

 

3. Results  

 

This work suggested a novel solar energy-driven integrated system and performed detailed 

thermodynamic assessment and analyses of this integrated system. EES software package 

(Klein 2021) was used to acquire the requisite thermodynamic properties for each stream in the 

system. As seen in Figure 2, it was observed that the energy efficiency of the proposed 

subsystems and the overall system increased because of the reference temperature increasing 

from 0℃ to 50℃. When the rates of increase in energy efficiency in subsystems were 

compared, it was seen that solar cycle had the highest increase and sCO2 had the lowest 

increase. In this increased range, the energy efficiency of the overall system increased from 

approximately 39.98% to 42.40%.  

 

 
 

Figure. 2. Effect of reference temperature on energy efficiency 

Component Mass Balance Energy Balance Entropy Balance Exergy Balance 

Solar 

Tower 
�̇�2 = �̇�3 

�̇�2ℎ2 + �̇�𝑠𝑜𝑙𝑎𝑟
= �̇�3ℎ3 

�̇�2𝑠2 +
�̇�𝑠𝑜𝑙𝑎𝑟
𝑇𝑠𝑜𝑙𝑎𝑟

+ �̇�𝑔𝑒𝑛,𝑠𝑜𝑙𝑎𝑟 = �̇�3𝑠3 �̇�2𝑒𝑥2 + �̇�𝑥𝑠𝑜𝑙𝑎𝑟
𝑄 = �̇�3𝑒𝑥3 + �̇�𝑥𝐷,𝑠𝑜𝑙𝑎𝑟 

sCO2 

Turbine 
�̇�3 = �̇�4 

�̇�3ℎ3
= �̇�4ℎ4 + �̇�𝑆𝐶𝑂2,𝑇𝑢𝑟𝑏 

�̇�3𝑠3 + �̇�𝑔𝑒𝑛,𝑆𝐶𝑂2,𝑇𝑢𝑟𝑏 = �̇�4𝑠4 
�̇�3𝑒𝑥3 = �̇�4𝑒𝑥4 + �̇�𝑆𝐶𝑂2,𝑇𝑢𝑟𝑏

+ �̇�𝑥𝐷,𝑆𝐶𝑂2,𝑇𝑢𝑟𝑏 

sCO2 

Compressor 
�̇�1 = �̇�2 

�̇�1ℎ1 + �̇�𝑆𝐶𝑂2,𝐶𝑚𝑝

= �̇�2ℎ2 
�̇�1𝑠1 + �̇�𝑔𝑒𝑛,𝑐𝑚𝑝 = �̇�2𝑠2 

�̇�1𝑒𝑥1 + �̇�𝑆𝐶𝑂2,𝐶𝑚𝑝 = �̇�2𝑒𝑥2
++�̇�𝑥𝐷,𝑆𝐶𝑂2,𝐶𝑚𝑝 

tCO2 

Turbine 
�̇�8 = �̇�9 

�̇�8ℎ8
= �̇�9ℎ9 + �̇�𝑇𝐶𝑂2,𝑇𝑢𝑟𝑏 

�̇�8𝑠8 + �̇�𝑔𝑒𝑛,𝑇𝑢𝑟𝑏 = �̇�9𝑠9 
�̇�8𝑒𝑥8 = �̇�9𝑒𝑥9 + �̇�𝑇𝐶𝑂2,𝑇𝑢𝑟𝑏

+ �̇�𝑥𝐷,𝑇𝐶𝑂2,𝑇𝑢𝑟𝑏 

Condenser 
�̇�9 = �̇�6 

�̇�10 = �̇�11 

�̇�9ℎ9 + �̇�10ℎ10
= �̇�6ℎ6 + �̇�11ℎ11 

�̇�9𝑠9 + �̇�10𝑠10 + �̇�𝑔𝑒𝑛,𝑐𝑜𝑛
= �̇�6𝑠6
+ �̇�11𝑠11 

�̇�9𝑒𝑥9 + �̇�10𝑒𝑥10 = �̇�6𝑒𝑥6 + �̇�11𝑒𝑥11
+ �̇�𝑥𝐷,𝑐𝑜𝑛𝑑 

tCO2 Pump �̇�6 = �̇�7 
�̇�6ℎ6 + �̇�𝑇𝐶𝑂2,𝑃𝑢𝑚𝑝

= �̇�7ℎ7 
�̇�6𝑠6 + �̇�𝑔𝑒𝑛,𝑃𝑢𝑚𝑝 = �̇�7𝑠7 

�̇�6𝑒𝑥6 + �̇�𝑇𝐶𝑂2,𝑃𝑢𝑚𝑝

= �̇�7𝑒𝑥7 ++�̇�𝑥𝐷,𝑇𝐶𝑂2,𝑃𝑢𝑚𝑝 

HEX I 
�̇�4 = �̇�5 

�̇�𝑐𝑙 = �̇�𝑇𝐶𝐿1 

�̇�4ℎ4 + �̇�𝑐𝑙ℎ𝑐𝑙
= �̇�5ℎ5 + �̇�𝑇𝐶𝐿1ℎ𝑇𝐶𝐿1 

�̇�4𝑠4 + �̇�𝑐𝑙𝑠𝑐𝑙 + �̇�𝑔𝑒𝑛,𝐻𝐸𝑋−𝐼
= �̇�5𝑠5 + �̇�𝑇𝐶𝐿1𝑠𝑇𝐶𝐿1 

�̇�4𝑒𝑥4 + �̇�𝑐𝑙𝑒𝑥𝑐𝑙 = �̇�5𝑒𝑥5
+ �̇�𝑇𝐶𝐿1𝑒𝑥𝑇𝐶𝐿1
+ �̇�𝑥𝐷,𝐻𝐸𝑋−𝐼 

HEX II 
�̇�5 = �̇�1 

�̇�7 = �̇�8 

�̇�5ℎ5 + �̇�7ℎ7
= �̇�1ℎ1 + �̇�8ℎ8 

�̇�5𝑠5 + �̇�7𝑠7 + �̇�𝑔𝑒𝑛,𝐻𝐸𝑋−𝐼𝐼
= �̇�1𝑠1
+ �̇�8𝑠8 

�̇�5𝑒𝑥5 + �̇�7𝑒𝑥7 = �̇�1𝑒𝑥1 + �̇�8𝑒𝑥8
+ �̇�𝑥𝐷,𝐻𝐸𝑋−𝐼𝐼 
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The effect of the change in reference temperature on the exergy efficiency of the system is given 

in figure 3. It was observed that the highest exergy efficiency performance was in the solar 

cycle and the lowest exergy performance was the thermo-chemical cycle. This reference 

temperature change between 0-50℃ increases the exergy efficiency of the overall system from 

36.94% to 39.57%. 

 

 
 

Figure. 3. Effect of reference temperature on exergy efficiency 

 

Fig. 4 demonstrates the beneficial productions of suggested multigeneration plant that are 

power generation and hydrogen production Figure 4 shows that as the reference temperature 

increases, both the power generation and hydrogen generation rate increase. At 0℃ of reference 

temperature, the overall power production is 12115kW and hydrogen production rate is 0.0986 

kg/s. When the reference temperature attains 50℃ the power production goes up to 13514 kW 

and the hydrogen generation rate rises to 0.1144 kg/s.  

 

 
 

Figure. 4. Effect of reference temperature on power and hydrogen production 
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Figure 5 indicates the effect of variations in solar radiation on the energy efficiency of the 

system. As seen in Figure 5, the energy efficiency increase rate of sCO2 and tCO2 systems is 

lower than other systems. Although the lowest exergy performance was the thermo-chemical 

cycle highest energy efficiency performance was in the solar cycle. Moreover, the overall 

energy efficiency of the system increased from 39.15% to 43.47% 

 

 
Figure. 5. Effect of solar radiation flux on energy efficiency 

 

An increased curve similar to figure 5 is seen in Figure 6. The effect on the exergy efficiency 

of the system with the increase of solar radiation from 400W/m2 to 1000W/m2 is shown in 

figure 6. While this change did not seem to have much effect on exergy efficiency in sCO2 and 

tCO2 cycles, it was clearly seen that there was an increase in TC and SC cycles. Furthermore, 

the exergy efficiency of the solar cycle increased from 0.5365 to 0.6407, and the exergetic 

effectiveness of the overall system rose from 35.63% to 41.09%. 

 

 
Figure. 6. Effect of solar radiation flux on exergy efficiency 
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Finally, Figure 7 indicates the production rate of the beneficial products of the cogeneration 

system depending on solar radiation. As a result of the change in solar radiation from 400 W/m2 

to 1000 W/m2, the power produced in the system increased from 11417 kW to 14646 kW, and 

hydrogen production reached from 0.0976 kg/s to 0.1244 kg/s. 

 

 
 

Figure. 7. Effect of solar radiation flux on power and hydrogen production 

 

4. Discussion and Conclusions 

 

The proposed system composes of the solar tower, sCO2 cycle, tCO2 cycle, and thermo-

chemical cycle. The principal object of this work is to design and analyze the study, solar driven 

integrated cycle for multigeneration with power and hydrogen production.  Moreover, some of 

the prominent outputs acquired from this offered work can be outlined as; 

 

• The results of the thermodynamic analysis at the reference temperature are the overall 

energy and exergy efficiencies of 41.37% and %38.14. Also, the energy efficiency of 

the solar tower, sCO2, tCO2, and thermo-chemical cycle which are sub-cycles, is 

computed as 62.36%, 15.24%, 5.36%, 26.13% respectively. Moreover, the exergy 

efficiency of the solar tower, sCO2, tCO2 and thermo-chemical cycle were found to be 

58.42%, 14.13%, 5.05% and 24.26% respectively. Further net power, and hydrogen 

production rates are 12483 kW, 0.1036 kgs-1. 

 

• Another parametric study for the modeled integrated system is solar radiation, which is 

the most important input of the system. For 800 W/m2 solar radiation, the overall energy 

and exergy efficiency of the system was found to be 41.82% and 39.07%. Also, the 

energy efficiency of the solar tower, sCO2, tCO2 and the thermo-chemical cycle is 

calculated as 63.38%, 15.46%, 5.45%, and 26.61% respectively. Moreover, the exergy 

efficiency of solar tower, sCO2, tCO2 and thermo-chemical cycle is determined as 

60.20%, 14.36%, 5.14%, 24.85% respectively. Further net power, and hydrogen 

production rates are 13064 kW, 0.1093 kgs-1. 
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In addition, usable energy can be provided by transferring the waste heat from the heat 

exchangers and condensers used in this system to heating and cooling. 
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Abstract: The aim of the present study is to investigate the energy and exergy analysis of solar 

dish collector driven partial cooling sCO2 (supercritical carbon-dioxide) Brayton cycle.  EES 

software program is utilized to conduct the performance evaluation of the integrated system. 

Thermodynamic analysis results show that the energy and exergy efficiency of the solar energy 

driven Brayton cycle were calculated as 36.64% and 61.76%, respectively. On the other hand, 

parametric studies have been performed to examine the effect of solar radiation, ambient 

temperature, turbine inlet pressure and compressor inlet pressure on integrated cycle 

performance. The parametric results show that the net power produced in the Brayton cycle, 

the energy and exergy efficiencies of the cycle increase with the increase in solar radiation and 

ambient temperature. In addition, solar dish collector had the highest irreversibility rate with 

87.7%, while the highest irreversibility rate was calculated in HTR with 47% for the remaining 

irreversibility rate. 

Keywords: Partial cooling sCO2 Brayton cycle, solar dish collector, supercritical CO2, energy 

1. Introduction

To meet the objective outlined in the Paris Agreement, green and low-carbon development has 

become as a critical topic for sustainable improving globally. According to the agreement, it is 

needed to keep the average global temperature increment down 2 °C (Unfcc, 2015). In this 

context, the use of renewable energy sources for low-carbon electricity generation is increasing 

rapidly recently. One of the most promising sources of renewable energy has been considered 

solar energy. Radiation from the sun is captured by solar collectors and converted into useful 

energy (Bellos et al. 2016). Concentrator solar collectors are more preferred as they provide 

grid flexibility and have long system lifetimes. It involves many various technologies such as 

concentrating solar collectors, solar power tower (Du et al. 2016), parabolic trough collector 

(Li et al. 2017), parabolic dish collector (Fuqiang et al. 2016) and linear Fresnel reflector (Qiu 

et al. 2017). The solar dish collector system has a higher conversion efficiency from solar 

radiation to heat, thanks to its higher concentration ratio (Reddy et al. 2016). Solar dish 

collectors can be used in many applications such as power generation, desalination (Alrobaian, 

2022; Prado et al. 2016). In addition, these collectors can be integrated into gas turbines 
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(Gavagnin et al. 2017), Rankine (Abid et al. 2016) and organic Rankine cycles (Loni et al. 

2016), supercritical Brayton cycle (Khan et al. 2016). Considering the thermodynamic 

conversion of the solar energy source, the supercritical Brayton cycle, which uses carbon 

dioxide as the working fluid, has recently received a great deal of attention from industry and 

academics due to its advantages such as high performance, compact turbomachinery, less plant 

footprint and environmental development from greenhouse gas reduction (Dostal et al. 2002). 

It has also been confirmed by many scientists that the thermodynamic performance of the sCO2 

Brayton cycle is better than the conventional steam Rankine cycle at high operating 

temperatures (Angelino, 1968). Also, the flexible heat removal is another interesting feature of 

the sCO2 Brayton cycle. CO2 has almost ambient critical temperature (30.98 ˚C), which enables 

the incorporation of dry cooling technology, making it particularly suitable for utilization in 

arid areas with plentiful solar sources and water scarcity (Dostal et al. 2004). Normally, sCO2 

Brayton cycles are divided into single-flow and split-flow configurations. Single-flow layout 

consists of recuperation (Chen et al. 2019), intercooling (Uusitalo et al. 2019), reheating (Yang 

et al. 2020), inter-recuperation (Li et al. 2017), pre-compression (Luo and Huang, 2020), and 

split expansion (Al-Sulaiman and Atif, 2015) are employed. The recuperation configuration can 

effectively use the waste heat at the turbine outlet to advance thermal efficiency. Intercooling 

can decrease the inlet power of the compressor. Reheating can rise the expansion work of 

turbines. Split-flow sCO2 cycles comprise recompression (Atif and Al-Sulaiman, 2017), pre-

compression (Cao et al. 2022), preheat (Kim et al. 2021), partial cooling (Saeed and Kim, 2022), 

turbine split-flow I, turbine split-flow II, turbine split-flow III cycles. Combined sCO2 Brayton 

cycles are formed by combining single-flow and split-flow Brayton cycles. Recently, many 

scientists have analyzed and compared sCO2 Brayton cycles in different configurations in the 

literature for solar energy applications. Turchi et al. examined and compared the performances 

of different sCO2 Brayton cycles (including simple regeneration cycle, recompression cycle, 

partial cooling cycle, and intercooling cycle) for solar tower application. Their results showed 

that the efficiency of partial cooling sCO2 Brayton cycle with reheating and that of intercooling 

sCO2 Brayton cycle with reheating could be 50%. Yang et al. were analyzed and compared the 

performance of four typical sCO2 Brayton cycles including simple recuperator cycle, reheat 

cycle, recompression cycle and intercooling cycle under part load conditions. Their results show 

that the reheat cycle achieves higher efficiency than the simple recuperator cycle, and the 

recompression cycle and the intercooling cycle outperform the reheat cycle under part load 

conditions. Wang et al. compared the performance of six sCO2 Brayton cycle schemes 

integrated into the solar tower system. In their results, they stated that the intercooling cycle 

generally reached the highest efficiency, followed by the partial cooling cycle and the 

recompression cycle. Chen et al. studied the performance of six 10 MW sCO2 Brayton cycles, 

namely solar simple regeneration, recompression, precompression, intercooling, partial 

cooling, and split expansion. They stated that under the design conditions, the intercooling cycle 

operates with the highest efficiency, followed by the recompression cycle.  Zhu et al. performed 

thermodynamic analyzes of different direct heated sCO2 Brayton cycles (simple, pre-

compression, compression, partial cooling, and intercooling) integrated into the solar tower. 

They also developed a mathematical model to compare Brayton cycles. In their results, they 

said that the turbine inlet temperature has an effect on the performance of the cycles. They noted 

that the intercooled sCO2 cycle provides the highest overall efficiency, followed by 

recompression, partial cooling, and precompression cycles. 

The literature review shows that there was limited research on the thermodynamic analysis of 

the partial cooling sCO2 Brayton cycle with solar dish collector. The partial cooling sCO2 

Brayton cycle was usually integrated into the solar tower. In this study, thermodynamic analysis 

of the partial cooling sCO2 Brayton cycle with solar dish collector was carried out. In addition, 
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the changes in the energy and exergy efficiencies of the cycle according to various parametric 

values such as solar radiation, ambient temperature, compressor inlet pressure and turbine inlet 

pressure were investigated. 

2. System Description 

 

Figure 1 shows the partial cooling sCO2 Brayton cycle with solar dish collector. Integrated 

system consists of gas cooler, compressor, turbine, solar dish collector, low temperature 

recuperator (LTR), high temperature recuperator (HTR) and heat exchanger (HEX). Solar 

radiation is the main power supply for the system, and solar radiation is collected by using the 

solar dish. Therminol VPI salt solution, the heat transfer fluid used in the solar collector, absorbs 

the solar energy and transfers its heat to the CO2 fluid used in the HEX of the Brayton cycle. 

 

 
 

Figure 1. Partial cooling sCO2 Brayton cycle with solar dish collector 

 

3. Methodology 

 

Energy and exergy analyses are performed using the EES (Engineering Equation Solver) 

program for the performance evaluation of the system. In this paper, the thermodynamic 

analysis is made under the following assumptions: 

• The steady-state and steady-flow conditions are chosen for all system elements. 

• The energetic and exergetic changes for kinetic and potential energies are neglected. 

• The heat losses from pump, turbine and compressors are neglected. 

• The pressure drops through the pipelines and heat exchangers are neglected. 

 

The design considerations of the solar dish collector given here are mainly based on the 

reference (Ngo, 2013). The useful collected solar energy is defined as below: 

 

Q̇u = FR[S Aa − ArUL(Tin − Ta)] (1) 

 

here FR is collector heat removal factor, S is the solar radiation, Aa is the aperture of the 

collector, Ar is the receiver area, UL is the overall heat loss coefficient of solar collector between 

ambient and absorber tube, Tin is the inlet temperature of heat transfer fluid and Ta is the 

atmospheric temperature.  FR is determined from the following equation: 
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FR =
ṁcp

ArUL
[1 − exp (−

ULF′Ar

ṁcp
)] (2) 

 

here cp is the specific heat, ṁ is the mass flow rate of liquid flowing in the absorber tube and F' 

is collector efficiency factor which is defined as below: 

 

F′ =
U0

UL
 (3) 

 

here U0 is the overall heat loss coefficient between surrounding and fluid flowing through the 

absorber tube. Further, the useful heat gain can also be calculated from another formula which 

is given by: 

 

Q̇u = ṁcp(Tout − Tin) (4) 

 

here Tout is the outlet temperature of heat transfer fluid. 

 

For the performance assessment of the solar-driven system the first and second laws of 

thermodynamics and the principles of conservation of mass are applied to each system element. 

The mass and energy balance equations for steady-state and steady-flow processes are written 

as (Cengel and Boles, 2015): 

 
∑ ṁin = ∑ ṁout  (5) 

 

Here, ṁ is the mass flow rate, subscripts “in” and “out” are the input and output states. Energy 

balance equality in a general method is written as (Bejan and Moran, 1996): 

 

∑ ṁin (h +
v2

2
+ gz)

in
+ ∑ Q̇in + ∑ Ẇin = ∑ ṁout (h +

v2

2
+ gz)

out
+ ∑ Q̇out + ∑ Ẇout  (6) 

 

Here, Q̇ is the heat energy transfer rate, Ẇ is the power transfer rate, h is the specific enthalpy, 

v is the velocity, z is the elevation, and g is the gravitational acceleration. Entropy balance 

equality is given as: 

 

∑ ṁinsin + ∑
Q̇

T
+ Ṡgen = ∑ ṁoutsout  (7) 

 

Here, s is the specific entropy, and Ṡgen stands for entropy generation rate. An exergy balance 

equality of any system can be described as (Dincer and Rosen, 2013): 

 

∑ ṁineẋflow + ∑ Eẋin
Q

+ ∑ Eẋin
W = ∑ ṁouteẋflow + ∑ Eẋout

Q
+ ∑ Eẋout

W + Eẋdest (8) 

 

Where eẋflow is the flow exergy, Eẋin
Q

 is the exergy associated with heat flow across the control 

volume of the process, Eẋin
W is the exergy associated with work and Eẋdest is the exergy 

destruction. In the above equation, each term is defined as follows: 

 

eẋflow = (h − h0) − T0(s − s0)  (9) 

 

EẋQ = Q̇ (
T−T0

T
)  (10) 
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EẋW = Ẇ  (11) 

 

Eẋdest = T0Ṡgen (12) 

 

The energy and exergy efficiency equations for the partial cooling sCO2 Brayton cycle can be 

written as follows: 

 

ηen =
Ẇnet

Q̇in
  (13) 

 

ηex =
Ẇnet

EẋQ̇in

  (14) 

 

4. Results  

 

In this study, the thermodynamic performance of the solar energy driven sCO2 Brayton cycle 

is investigated. At the same time, parametric studies were carried out to examine the effects of 

solar radiation, ambient temperature, turbine inlet pressure and compressor inlet pressure on 

cycle performance. Therminol VPI is used as the heat transfer fluid in the solar collector system, 

and CO2 natural working fluid is used in the Brayton cycle. Thermophysical properties such as 

temperature, pressure, enthalpy, and entropy of each point in the cycle are given in Table 1. 

 

Table 1. Thermodynamic property data of partial cooling sCO2 Brayton cycle with solar dish 

collector 

 
State T [°C] P [kPa] ṁ [kg/s] h [kJ/kg] s [kJ/kgK] e [kJ/kg] Ėx [kW] 

1 32.00 8000 1.0 -210.4 -1.426 215.2 215.2 

2 46.33 14142 1.0 -200.3 -1.423 224.2 224.2 

3 46.33 14142 0.6 -200.3 -1.423 224.2 134.5 

4 32.00 14142 0.6 -240.3 -1.551 222.4 133.4 

5 43.95 25000 0.6 -225.9 -1.546 235.3 141.2 

6 113.2 25000 0.6 -74.09 -1.113 258.1 154.8 

7 46.33 14142 0.4 -200.3 -1.423 224.2 89.69 

8 63.56 25000 0.4 -183.9 -1.418 239.0 95.60 

9 92.95 25000 1.0 -118.0 -1.230 249.0 249.0 

10 230.7 25000 1.0 119.7 -0.671 320.0 320.0 

11 460.0 25000 1.0 412.5 -0.191 469.6 469.6 

12 329.9 8000 1.0 280.0 -0.174 332.1 332.1 

13 122.7 8000 1.0 42.24 -0.658 238.7 238.7 

14 59.90 8000 1.0 -48.86 -0.910 222.8 222.8 

15 24.89 101.3 3.86 104.4 0.366 0.00009 0.0004 

16 34.89 101.3 3.86 146.2 0.504 0.6702 2.59 

17 24.89 101.3 0.57 104.4 0.364 0.00009 0.0001 

18 34.89 101.3 0.57 146.2 0.504 0.670 0.385 

19 76.85 200 0.6 105.1 0.331 6.823 4.094 

20 480.0 200 0.6 1011 2.002 414.5 248.7 

21 286.2 200 0.6 523.1 1.256 148.9 89.35 

 

Figure 2 shows the variation of cycle energy efficiency with solar radiation, while Figure 3 

shows the variation of work produced from a partial cooling sCO2 Brayton cycle with solar 

radiation. As the solar radiation value increased from 500 W/m2 to 950 W/m2, the energy 

efficiency of the cycle increased by 40%. Likewise, the amount of net power produced from 

the cycle increases with the increase in solar radiation. The reason for the increase in both the 

cycle energy efficiency and the net power produced from the cycle is that the temperature of 
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the fluid leaving the solar collector increases with the increase of solar radiation, and therefore 

the fluid temperature entering the turbine increases. 

 
Figure 2. Impact of solar irradiation on energy efficiency of the partial cooling sCO2 Brayton 

cycle 

 

 
 

Figure 3. Impact of solar irradiation on net power generation 

 

In Figure 4, exergy efficiency variation of partial cooling sCO2 Brayton cycle is given as a 

function of solar radiation. From the figure 4, it can be seen that exergy efficiency is increasing 

with the solar irradiation. The behavior of exergy irreversibility with increasing solar intensity 

is displayed in Figure 5. As can be seen from the graph, as the solar radiation rises, the exergy 

destruction of the partial cooling sCO2 Brayton cycle also increases. This high destruction rate 

is mainly due to the solar dish collector. The heat losses from the collector to the surrounding 

air are the major cause of this. 
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Figure 4. Impact of solar irradiation on exergy efficiency of the partial cooling sCO2 Brayton 

cycle 

 

 
Figure 5. Impact of solar irradiation on exergy destruction rate 

 

Another parameter that affects the cycle is the ambient temperature. Figures 6 and 7 

demonstrate the effect of ambient temperature on cycle energy efficiency and net power 

generation. As the ambient temperature rising, the energy efficiency of the cycle rises. 

Similarly, with the increases in ambient temperature, the amount of net power produced from 

the cycle also rises. The net power generated from the cycle is increased from 106.1 kW to 

108.3 kW as the ambient temperature increased from 0 ˚C to 45 ˚C. 
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Figure 6. Impact of ambient temperature on energy efficiency of the partial cooling sCO2 

Brayton cycle 

 

 
 

Figure 7. Impact of ambient temperature on net power generation 

 

The effect of ambient temperature on cycle exergy efficiency and exergy destruction is depicted 

in Figures 8 and 9, respectively. As can be seen from Figures 8 and 9, the exergy efficiency and 

exergy destruction of the cycle increase linearly with the increase in ambient temperature. As 

the ambient temperature rises from 0 ˚C to 45 ˚C, the exergy efficiency of the cycle increases 

by 11 % and the cycle exergy destruction by 4.33 %. 
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Figure 8. Impact of ambient temperature on exergy efficiency of the partial cooling sCO2 

Brayton cycle 

 

 
 

Figure 9. Impact of ambient temperature on exergy destruction rate 

 

For the investigation of the effects of turbine and compressor inlet pressure on system 

performance, parametrical analyses were conducted. Figure 10 shows the effect of the turbine 

inlet pressure on the energy and exergy efficiencies of the partial cooling sCO2 Brayton cycle. 

Figure 11 displays the impact of the compressor input pressure on the energy and exergy 

efficiencies of the cycle. As the compressor inlet pressure increased by 10000 kPa, both the 

energy and exergy efficiency of the cycle increased, while the energy and exergy efficiency of 

the cycle decreased when the compressor inlet pressure was above 10000 kPa. As seen in the 

Figure 11, the energy and exergy efficiencies of the partial cooling sCO2 Brayton cycle increase 

with the increase of turbine inlet pressure. As the turbine inlet pressure increased from 15000 

kPa to 25000 kPa, the energy and exergy efficiencies of the cycle increased by 23% and 19%, 

respectively. 
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Figure 10. Impact of compressor inlet pressure on energy and exergy efficiencies of the partial 

cooling sCO2 Brayton cycle 

 

 
 

Figure 11. Impact of turbine inlet pressure on energy and exergy efficiencies of the partial 

cooling sCO2 Brayton cycle  

 

Figure 12 demonstrated the exergy destruction rates of each system component of investigated 

Brayton system. As seen from the figure, the highest exergy destruction rate was established in 

the solar dish collector, with almost 87.7 % of the total irreversibility. In the absence of solar 

dish collector, the highest exergy destruction was calculated in the HTR with 47%. 
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Figure 12. Exergy destruction rate of the whole components of the partial cooling sCO2 

Brayton cycle 

5. Discussion and Conclusions

In this study, as an alternative, clean and sustainable solution, the partially cooled sCO2 Brayton 

cycle based on solar energy was designed and the thermodynamic analysis of the cycle was 

investigated. In addition, various parametric studies have been carried out to determine the 

effects of solar radiation, ambient temperature, turbine, and compressor inlet pressure on system 

performance. According to the results of the study, the important findings are summarized as 

follows: 

• The energy and exergy efficiencies of the cycle under operating parameters were

calculated as 36.64% and 61.76%, respectively.

• The increase in solar intensity from 500 W/m2 to 950 W/m2 increased the electricity

production, energy efficiency and exergy efficiency of the cycle by 78%, 40% and 5%,

respectively.

• With the rise of solar radiation, the exergy destruction of the cycle increased from 253.6

kW to 390 kW.

• The energy and exergy efficiency of the cycle increased linearly with the increase in

ambient temperature.

• Outputs showed that the highest exergy destruction rate take placed in solar dish

collector, HTR and HEX.
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Abstract: Low temperature heat sources, such as solar energy, geothermal energy, and low 

temperature waste heat, exist in the world extensively. Most of them cannot be utilized by the 

conventional power machines efficiently. Recently, many combined power and refrigeration 

cycles have been proposed to make better use of them. In this paper, a new cooling and power 

system is presented regarding the important role of combined cooling and power systems in 

increasing the efficiency of power plants, as well as the ability of organic Rankine cycle (ORC) 

and ejector refrigeration cycle (ERC) systems to use low to medium grade energy sources. In 

addition, thermodynamic and parametric analyzes of the system using R600a as the working 

fluid are made. 

Keywords: Organic Rankine Cycle, Ejector Refrigeration Cycle, Geothermal Energy, R600a 

1. Introduction

Energy and environmental issues have always been one of the main challenges facing the 

development of all countries over the world. These problems can be solved by increasing the 

share of renewable energy and improving the current energy conversion process. Reasonable 

utilization of renewable energy such as geothermal energy, solar energy, and various waste heat 

resources is an effective approach to improve process efficiency and reduce fuel consumption. 

In this regard, many technologies have been proposed to convert low grade heat sources into 

electrical energy. Among the proposed technologies, the ORC plays an important role in the 

development of low-grade heat sources [Liu et al., 2019], due to its simple structure, high 

reliability, flexible automatic control, and wide adaptability of heat sources [Lee et al., 2016]. 

The ORC’s operation is the same as the Clausius Rankine steam power generation unit just 

exploits organic working fluids rather than water. This comes about in high energy performance 

and an extensive range of convenience for the energy resources with various temperatures. The 

idea of the thermodynamically study was established to portray ORC’s working criteria for 

distinctive operating fluid considerations [The European Parliament and the Council of the 

European Union, 2012]. The investigations of the ORC unit were basically based on first and 

second laws of thermodynamics for choosing more suitable operating fluids [Bennoua et al. 

2015]. Regarding this fact, Parfomak [Parfomak, 2012] analyzed an ORC system that uses 

organic substance R123 as a harmless unit to the environment, which integrated circulated 

thermosiphon to a turbine unit. He also performed an analysis of the ORC for the development 

of working conditions. He deduced from these experiments that the ORC performance 

noticeably enhances by utilizing R123 as the working fluid. Valverde et al. [Valverde et al., 
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2013] discovered that the greatest energy performance of the ORC unit with an internal heat 

exchanger, binary- regenerative ORC system with an internal heat exchanger, and ORC with 

the flash-binary could be gotten 17.65, 115.35, and 11.81 percent utilizing R123 as the 

operating fluid. More works have been carried out to present eco-friendly operating fluids for 

the organic Rankine cycle in various applications [Zakrisson, 2011]. For instance, Chen et al. 

[Chen et al., 2015], represented an optimal cost-effective design for the ORC utilizing 

geothermal heat resources with low temperatures. They assessed the highest efficiency value 

for the ORC for distinctive operating fluids like ammonia, R123, PF5050, and n-pentane. They 

also noted that the approach of optimization strategy for temperatures of condenser and 

evaporator would converge to a specific value. 

On the other hand, ERC is highly interested in recent years because of its straightforward 

configuration, functioning circumstances, and most vital, operating by low-temperature 

resources. The ejector has been presented as an upgraded refrigeration unit because of its aim 

that it pursues. With this regard, Chen et al. [Chen et al.,2014] examined the working features 

of ejector utilizing R245fa, R141b, and R600a as the system’s operating fluid. It has been 

illustrated that the performance of working fluids in ERC varies, whereas R141b represents the 

maximum coefficient of performance (COP) in comparison with others. Meantime, Ersoy et al. 

[Ersoy et al.,2007] explored the efficiency of the ejector refrigeration system utilizing R123 as 

the working fluid and evacuated-tube solar collector as the driving system in Turkey. They 

determined the highest total COP and cooling output of 0.197 and − 178.26W/m2. In recent 

studies, the choice of various appropriate operating fluids has been considered to use the 

positive aspects of the ERC more efficiently. It is illustrated that R134 are presents the highest 

coefficient of performance for the ERC [Varga et al., 2013]. However, isobutane is suggested 

as a fascinating selection because of its low fluid inflammability and high COP. 

Many works have been done to explore the combined power and refrigeration cycle to utilize 

the low-grade heat sources, such as industrial water heats, geothermal resources, and solar 

energy. Zheng and Weng [Zheng and Weng, 2010], offered an integrated power and ERC 

system based upon a traditional integration of the ERC and ORC utilizing low grade heat 

resources. In their designed system, the ERC unit was driven using the turbine exhaust to 

generate power and cooling output at the same time. Energetic and exergetic effectiveness was 

calculated by 34.1% and 56.8% by using R245fa. Habibzadeh et al. [Habibzadeh et al., 2013] 

conducted an analysis of the ejector cooling and power hybrid system utilizing R123, R141b, 

R245fa, R600a, and R601a as working fluids from the energy and exergy viewpoints. It was 

illustrated that R601a owns the maximum energy efficacy and minimum exergy loss. Moreover, 

they have represented optimal quantities for the main parameters of the proposed cycle the 

pump’s entering pressure, evaporator temperature, and so on. 

The aim of this study is to analyze the geothermal energy sourced integrated system using the 

first law analyze of two different outputs, namely power, and cooling.  In addition, parametric 

studies have been carried out to examine the effects of source temperature, entrainment rate, 

extraction rate, turbine inlet pressure, mid pressure, evaporator, and condenser temperature on 

cycle performance. 

2. System Description

Figure 1. schematically shows the integrated power and cooling generation system supported 

by geothermal energy. The system includes an ORC and an ejector refrigeration cycle. R600a 

is used as heat transfer fluid in all systems. The working fluid at state 1 as saturated liquid is 
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pumped to the operating pressure of the vapor generator. Then the working fluid enters the 

regenerator as compressed fluid in 2 cases, its temperature is increased at constant pressure in 

the regenerator before entering the boiler. The fluid, whose temperature is increased by 

absorbing heat in the boiler, expands in the turbine to produce work. The vapor from the turbine 

exits at state 5 enters the ejector as the primary fluid. The vapor from the evaporator at state 12 

is entrained into the ejector as the secondary fluid. The secondary fluid mixes with the primary 

fluid in the mixing chamber of the ejector at a constant pressure. Then, the mixed liquid at state 

13 is sent to the regenerator in state 7 by reducing its temperature and pressure in the expansion 

valve at constant enthalpy. Fluid leaving the regenerator with flow 8 enters the condenser. After 

that, the heat transfer fluid is condensed into a liquid to remove excess heat. With flow 9 is 

divided the condensed liquid into two, which are subsequently transferred to two distinct 

components. Flow 10 delivers a part of the condensed liquid to the expansion valve. Flow 11 

then transports it to the evaporator to gain refrigeration capacity. The liquid R600a which is 

condensed in the condenser, is then pumped by the pump back into the higher-pressure 

condition, and the cycle recommences. (With flow 1) 

 

 
Figure 1. Schematic diagram of R600a based geothermal energy driven combined cycle. 

 

3. Methodology 

 

In this subchapter, a detailed definition of the thermodynamic methodology utilized in this 

paper is introduced. Energy analyses is performed using the EES (Engineering Equation 

Software) program for the performance evaluation of the system. In this paper, the 

thermodynamic analysis is made under the following assumptions: 

 

• The steady-state and steady-flow conditions are chosen for all system elements. 

• The energetic change for kinetic and potential energies are neglected. 

• The heat losses from pumps and turbine are neglected. 

• The pressure drops through the pipelines and heat exchangers are neglected. 

 

342



In addition, the following assumptions have been made to estimate the performance coefficient 

in the ejector cooling system: 

• The exit of the condenser is at a saturated liquid state. 

• The fluid at the exit of the evaporator is in a saturated vapor state. 

• The fluid at the exit of the generator is in a saturated vapor state. 

• The expansion through the expansion value is a throttling process.  

• The mixing process takes place under constant pressure. 

 

For the performance assessment of the solar-driven system the first and second laws of 

thermodynamics and the principles of conservation of mass are applied to each system element.  

 

The general mass balance equation for steady-state and steady-flow processes can be written as 

[Çengel, 2015]: 

 

∑ �̇�𝑖𝑛 = ∑ �̇�𝑜𝑢𝑡 (1) 

 

In the above equation, �̇� is the mass flow rate, and the subscripts in and out stand for inlet and 

outlet, respectively. The energy balance equation can be written as [Çengel, 2015]: 

 

�̇� + ∑ �̇�𝑖𝑛ℎ𝑖𝑛 = �̇� +  ∑ �̇�𝑜𝑢𝑡ℎ𝑜𝑢𝑡 (2) 

 

Here, �̇� is the rate of heat,  �̇� is the rate of work, and h is the specific enthalpy. 

 

The cooling plant's ejector is made up of three components those are mixing chamber, nozzle, 

and diffuser. The steady-state energy balance of the mainstream for the nozzle component can 

be described as [Tukenmez et al., 2021]: 

 

ℎ𝑛1 = ℎ𝑛2 +
𝑉𝑛2

2

2
  (3) 

 

The nozzle performance can be determined using the following Equation (4): 

 

𝜂𝑛𝑧 =
ℎ𝑛1 − ℎ𝑛2

ℎ𝑛1 − ℎ𝑛2,𝑠
 (4) 

 

Based on Equations (3) and (4), the outlet velocity of the primary stream can be determined as:  

 

Vn2 = √2ηnz(hn1 − hn2,s) (5) 

 

One of the commonly used parameters will be used herein to characterize ejector performance, 

namely the ‘entrainment ratio (ER)’ [Zhang et.,2016], which is defined as: 
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𝐸𝑅 =
�̇�2

�̇�1
 

(6) 

 

where ṁ1 and ṁ2 are the inlet mass flowrates of the primary and secondary streams, respectively. 

The ER is considered a key indicator because it affects the performance of the entire cooling 

system. Based on this performance indicator, an ejector is desired with the highest possible 

entrainment and that maintains the highest possible discharged pressure, when operating at 

given conditions [Zhang et.,2016]. 

 

In the turbine, extraction ratio is defined as the extraction mass flow from the turbine divided 

by the turbine inlet mass flow, given by [Wang et al.,2009]: 

 

𝑅𝑒𝑥𝑡𝑟 =
�̇�𝑒𝑥𝑡𝑟

�̇�𝑇
 

(7) 

 

Where ṁextr is the extracted fluid from the turbine by the state 5 in Figure 1 and ṁT is the total 

mass flow rated at the turbine inlet.  

 

3. Results and Discussion 

 

In this study, an integrated geothermal energy driven system is designed to generate power and 

cooling. At the same time, parametric studies were carried out to examine the effects of source 

temperature, drift rate, extraction rate, turbine inlet pressure, medium pressure, evaporator, and 

condenser temperature on cycle performance. The examinations were conducted by EES 

[Klein, 2022], which can calculate the thermodynamic properties of the fluids. Some 

assumptions were made to construct the mathematical modeling of the system. The assumed 

operational parameters of the proposed system are tabulated in Table 1. 

 

Table 1. The assumed operational parameters 

 

Design Parameters Values 

Regenerator effectiveness, εreg  0.6 

Extraction ratio, Rextr  0.4 

Entrainment ratio, ER  0.77 

Isentropic pump efficiency, ηis,P  0.8 

Isentropic turbine efficiency, ηis,T  0.82 

Geothermal water mass flow rate, ṁgeo (kg/s) 20 

Pinch point temperature, PP=(°C) 10 

Turbine inlet pressure, Phigh,ORC  (kPa) 1800 

Turbine mid pressure, Pmid,ORC  (kPa) 600 

Condenser temperature, Tcon (°C) 30 

Evaporator temperature, Tevap (°C) 0 

Geothermal water inlet temperature, Tsource,in (°C) 140 

 

In Figure 2, the net power is plotted against geothermal water temperature by varying it from 

120 to 160 °C. In addition, energy efficiency is also drawn on the right-hand side of the plot. 

Increasing the geothermal water temperature has an improving effect on the net power and 

energy efficiency from the cycle. Because the increase in power and heat capacities obtained 

from the integrated system directly affects the efficiency positively. 
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Figure 2. Variation of geothermal water temperature with net power and efficiency (�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔 

remains constant at 38.57 kW) 

 

As shown in Figure 3, while the entrainment ratio increases from 0.05 to 0.1, the primary fluid 

inlet pressure decreases correspondingly. However, the second fluid inlet pressure and the 

mixed fluid outlet pressure of the ejector do not change. Therefore, the refrigeration capacity 

increases from 25 to almost 48. Also, the energy efficiency shown on the right side of the axis 

increases with increasing entrainment ratio. 

 

Figure 3. Variation of ejector entrainment ratio with cooling capacity and efficiency (�̇�𝑛𝑒𝑡 

remains constant at 215.4 kW) 
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Figure 4 shows the effect of extraction ratio on the net power, refrigeration output and the 

energy efficiency. It is obvious that the net power decreases, and the refrigeration output 

increases with increasing extraction ratio. In addition, the energy efficiency increases with 

increasing extraction ratio. 

 

Figure 4. Variation of turbine extraction ratio with net power, cooling capacity and efficiency 

 

Figure 5 shows the effect of turbine inlet pressure on the net power and the energy efficiency. 

It can be seen from the figure that with the increase of turbine inlet pressure, the net power 

obtained from the cycle increases. It is known that during the turbine operation, higher pressure 

ratio results in higher enthalpy change thus, generated power increases. This is why the net 

power output increases at first.  It must be noted that as the turbine inlet pressure increases, the 

refrigeration capacity remains constant since the turbine inlet pressure does not have any effect 

on the refrigeration performance. As can be seen from the Figure 1, and Table 1, it is assumed 

that the refrigeration cycle operates between condenser and evaporator pressures. This means, 

the higher pressure does not have any effect on condenser and evaporator.  
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Figure 5. Variation of turbine inlet pressure with net power and efficiency (�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔 remains 

constant at 38.57 kW) 

 

The effect of mid pressure, which is one of the main operating parameters of the system, on the 

net power and energy efficiency of the proposed power and cooling generation system is shown 

in Figure 6. As the plot illustrates, with mid pressure increases, the net power and energy 

efficiency decreases. The main reason for this is that as the mid pressure increases, the mass 

flow rate of generated steam for driving steam turbine decreases. Regarding this fact, the energy 

efficiency decreases while mid pressure increases. 

 

Figure 6. Variation of mid pressure with net power and efficiency (�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔 remains constant 

at 38.57 kW) 
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Figure 7 shows the effect of evaporator temperature on the refrigeration output. It is found that 

the turbine power output does not vary with the increasing evaporator temperature because the 

turbine inlet state and outlet state are not changed. As the evaporator temperature increases, the 

refrigeration capacity increases correspondingly. Since the pressure and mass flow rate of the 

primary flow remain constant, and the secondary mass flow rate increases with the increasing 

evaporator temperature, the refrigeration capacity of the system also increases. 

 

Figure 7. Variation of evaporator temperature with cooling capacity 

 

Figure 8 shows the effect of condenser temperature on the refrigeration capacity. It is evident 

that the turbine power output decreases with the increasing condenser temperature because the 

turbine back pressure which influences turbine power output sharply increases with the 

increasing condenser temperature. It can also be seen that as the condenser temperature 

increases, the refrigeration capacity decreases. The reason for this is that as the condenser 

temperature increases, the back pressure on the ejector increases. Thus, the compression ratio 

(ratio of condenser pressure to evaporator pressure) is increased. With the constant primary 

vapor velocity, the entrainment of secondary vapor decreases, resulting in a decrease for the 

refrigeration capacity. 
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Figure 8. Variation of condenser temperature with cooling capacity 

 

5. Conclusions 

 

In the present study, it is aimed to examine the thermodynamic analysis of a geothermal energy 

supported integrated system that can produce power and cooling. For this purpose, analyses 

were carried out for determining the system performance indicators such as net power 

generation, cooling capacity and energy efficiencies.  In addition, parametric studies were 

carried out to determine the effect of source temperature, entrainment rate, extraction rate, 

turbine inlet pressure, mid pressure, evaporator, and condenser temperature on system 

performance. According to the results of the study, the important findings are summarized as 

follows: 

 

• While the net power generation of the system was calculated to be 215.4 kW, the cooling 

capacity was calculated to be 38.57 kW in the ejector system. 

 

• The overall energy efficiency of the integrated system was calculated to be 13.2% 

 

• The parametric results showed that, as the source temperature was increased, the net power 

production and energy efficiency were increased linearly. 

 

• In addition, the increase in ejector entrainment ratio from 0.05 to 0.1 resulted in increase in 

the cooing capacity and energy efficiency of the integrated cycle. 

 

• As the extraction rate increases from 0.3 to 0.6, energy efficiency and cooling capacity 

increase while net power decreases. 
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• As the turbine inlet pressure rises from 1600 kPa to 200 kPa, energy efficiency and net power 

increase while cooling capacity remains constant. 

 

• The increase in mid pressure from 500 to 900 kPa resulted in decrease in energy efficiency, 

and net power production. 

 

• As the evaporator temperature was increased, the cooling capacity were increased linearly     

 

• Finally, as the condenser temperature was increased from 25℃ to 40℃, the cooling capacity 

decreased linearly. 
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Abstract: The small municipalities make up about 54% of the Italian territory, but only 17% 

of the national population lives in these places and it has been calculated that in the inner areas 

there are 64 inhabitants/Kmq. A characterizing element probably at the base of the low specific 

weight that these territories manage to have with respect to the priorities assumed by the policy. 

According to an A.N.C.I. survey on ISTAT data, from 1971 to 2015, 115 municipalities have 

recorded an exodus of residents of more than 60%. Unemployment is not the only cause of 

depopulation. It should be stressed that the lack of infrastructure in the area, the absence of 

welfare and the remoteness of politics are submerged but decisive factors in the process of 

marginalization. 

From these premises was addressed the theme of the redevelopment of the village of Buscemi 

in the province of Syracuse that with Palazzolo Acreide, Ferla, Cassaro, Buccheri and 

Canicattini Bagni, is part of the union of the municipalities "Valle degli Iblei", a network set up 

to promote the development of the local communities that make it up. A redevelopment project 

that takes on the value of a strategy that goes beyond the limits of urban buildings to enhance 

and strengthen the roots in the municipal territory and the role in the Iblea network. 

Keywords: Urban Rehabilitation, Resilient Communities, Slow Living, Internal Areas, 

Cultural Heritage 

1. Introduction

The small municipalities, settled in fragile territories, are characterized by depopulation and 

abandonment of the building patrimony, marginalization and reduction of essential services. 

The causes of these dynamics are countless. First of all, the lack of job opportunities that drives 

the residents of these small villages to migrate to the cities. 

The VIII National Report Small Municipalities edited in 2017 for Legambiente indicates how 

in small municipalities you count an empty house every two occupied. Fewer inhabitants and 

older people in a difficult environment. The little attractiveness of these small villages is due to 

the difficulty of reaching essential services, such as schools and health resorts and in carrying 

out some work activities, related to intellectual and cultural work in technologically isolated 

territories. Furthermore, the geographical position of most small municipalities discourages 

telecommunications operators to offer fast Internet connection services and this determines a 

digital divide. In this way, countless opportunities are lost for inserting these small villages into 

many innovative sectors, such as digital craftsmanship, e-commerce and all those activities that 

need technology.  
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The recession of 2008, which affected not only Italy but the whole world, has often highlighted 

the ability of small Italian municipalities to better address the crisis compared to larger 

municipalities, finding less exposure to the risk of poverty, especially in cases where the whole 

community has been able to network, innovate and look at sustainability, so much so that they 

can define these as resilient communities. Resilience means the ability of a system not to adapt 

to the changes in progress, but to change by designing innovative and effective social, economic 

and environmental responses that allow it to withstand in the long run external stresses.  

Figure 1.  Aerial view of Buscemi and an important old building. 

In Italy, the SNAI (National Strategy for Internal Areas) is an innovative tool to enhance and 

protect the values of the built through the sizing and distribution of services. The Strategy 

therefore applies a new method, imposing a change of culture and a new public action "aimed 

at people in places" (place-based). This is the crux of the strategy, to bend sectoral public 

intervention - on health, on school, on mobility - to the specific needs of people in the territories. 

This is possible only when objectives and actions are conceived and implemented in a 

participatory way, through a broad comparison between all the public and private subjects. It 

can increase the tourist vocation, indicated as a driving element of a new organization of local 

economies. The objective is clearly to respond to depopulation and physical degradation with 

innovative forms of residency, generally of short and medium duration. Recovery at different 

scales can also attract new residents interested in both new work patterns and a comfortable 

urban environment. The Urban Space Project, both public and private, ensures constant levels 

of use and maintenance as a result of the interventions. 

The principles of the Green Economy can orient the use of economic resources allocated in 

various ways and, in this regard, it seems particularly fitting the statement of Fabrizio Barca: 

“If you want to revive a territory you do not have to invent strange things. You have to start 

with what he has. At the same time, you cannot be content for what is there but you must add 

the flywheel of transformation. You must innovate” (ANCE, 2017).  The aim is to transmit the 

identity of the territory and the possible ways of fruition, to be imagined flexible for the ever 

more rapid change of needs and social and economic organization. In this sense the design must 

imagine a new relationship between the local characters and the future perspective. 

In the 2017, SNAI introduces new modalities of multilevel governance and promotes the Law 

n. 158/2017 called "Salva-Borghi" titled «Measures for the support and enhancement of small

municipalities, as well as provisions for the redevelopment and recovery of the historic centers 

of the same municipalities»; it, which was approved in the same year, set up a fund of EUR 100 

million to invest in the rehabilitation of small villages.  

On September 14th 2021 the Italian Official Gazette published the list of 5518 municipalities 

that fall under the actions provided for by Law 158/2017 and among them is Buscemi. The 

objectives that the law sets itself concern mainly interventions of valorization through: 

- land maintenance (upgrading of existing buildings and disused areas, measures to reduce 

hydrogeological risk);  

- upgrading of road infrastructure and public buildings (especially schools);  
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- increasing the energy efficiency of public buildings and the construction of plants for the 

production and distribution of energy from renewable sources;  

-  urban redevelopment of old town centres, including for the construction of hotels. 

2. Research Objectives

The research intends to propose strategies of requalification through the study and the 

comparison between the existing planning tools, the initiatives in place, often promoted by local 

associations, and the objectives of the SNAI and the consequent regulatory provisions (Salva 

Borghi law, 2017). A comparison of regulatory instruments may highlight the prevailing 

orientations and highlight inconsistencies and critical issues.   

Villages located in inland areas have a number of common characters, although they have 

differences of single local differences. These are aspects that concern the original settlement 

methods, the building transformations that have taken place over time, the demographic 

transformations, the relationship with the territory, the economic and productive development, 

the quality and morphology of architecture.  These aspects are able to describe the existing and 

constitute a framework of knowledge indispensable to develop proposals adapted to the 

contemporary. Proposals facing the following problems: 

-  Accessibility;  

-  Installation of new functions and morphology of the built; 

-  Technological adaptation (equipment) 

-  Protection of the environment and the landscape; 

-  Public space project; 

-  Modes of densification. 

The research aims to counteract depopulation, to stimulate interest in the territory of Buscemi, 

to return public space to the community and to create a network between citizens and 

institutions. 

The actions resulting from these objectives concern the limitation of damage from 

abandonment, the repair of the urban fabric, public space interventions, slow living 

interventions. 

3. Study Case

Figure 2.  Territorial framework: Italy, Sicily, district of Syracuse and Buscemi. 

Buscemi is a small village 50 kilometers from the capital Syracuse, located on a hill at 760 

meters above sea level. Buscemi was founded as a Greek colony in 644 A. C. with the name of 

Casmene. The term comes from an Arabic word meaning fortress or castle. In more recent 

times, the first historical sources date back to the Arab domination (827-1091 AD) but in the 

Norman period (1061-1198) Buscemi had an important fortification, the castle of the Counts 

Ventimiglia whose structure, today a ruin, is still partially visible. Here, in 1763, was built the 

convent of the Capuchin Fathers, now abandoned. Before the seventeenth century, Buscemi 
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stood on Mount S. Niccolò. The catastrophic earthquake of 1693 destroyed the village and 

caused the death of just under half of the population. Buscemi was rebuilt in another site where 

today you can admire valuable examples of religious and civil Baroque architecture. Only a 

part of the medieval site, the one to the northwest and a strip of the southern part, was 

incorporated into the new urban center. The difference between the old urban area and the 

central area of the Northeast is still visible in the urban fabric. 

Figure 3.  Sant’Antonio from Padova Church and Requisenz Building 

The new post-earthquake layout consists of two main streets parallel to each other, heading east 

- west and an orthogonal one, heading north - south, and smaller streets that define a regular 

urban grid. There are important religious and civil buildings, almost all built after the 

earthquake of 1693. Eighteenth-century buildings such as Palazzo Italia and Palazzo Requisenz 

emerge for formal and dimensional baroque characters. Among the religious buildings, the 

Chiesa Madre, the church of Sant'Antonio da Padova and the church of Carmine were rebuilt 

after the earthquake. 

A speech apart deserves the rupestrian settlements. The prehistoric necropolis on Mount San 

Nicolò and the quarry of San Giorgio are two important examples of these ancient sites. 

Arcosolium tombs, rupestrian churches and cemetery complexes define the Oratory of Saint 

Peter. It is an important complex built between the fifth and seventh centuries AD; in the 

following centuries it was annexed to the Benedictine monastery of Santo Spirito. This site is 

one of the few important Byzantine traces of eastern Sicily. 

Figure 4.  Requisenz Castle, then Cappuccini Convent 
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In recent times, the eighteenth-century nucleus of urban center has remained fairly intact even 

if it appears less defined moving away from the center, due to the orographic irregularity of the 

site; here "the places of house" are aggregated on levels at different altitudes. Finally, the 

cementification of the last 30 years has erased the surrounding rural reality, proposing an 

expansion leaving fortunately enough intact the central core.  

The urban development monitoring instrument, the General Development Plan (PRG) is from 

2003 and photographs the conditions of the town in the 1990s. It provides recovery plans for 

the redevelopment of the building stock, accommodation facilities to encourage tourism, a craft 

area for productive settlements, some areas for public park, equipment and sports facilities, 

equipment and services of common and social interest. The PRG plans not to further expand 

the urban area. It also provides for a less serious demographic decline than then occurred, in 

fact in 2020 the actual number of residents is 997, while the plan provided for 1350.  Given the 

forecasts and the time elapsed since its approval, the PRG appears dated and since 2008 the 

municipalities have identified new objectives: to combat phenomena of abandonment of the 

historic center and the agricultural territory, to improve the quality of the settlement and 

stimulate the participation of the community and care for the public space, multiplying the 

exchange of ideas and opportunities for retraining. 

Figure 5.  Buscemi, historical pictures. 

3. Results: The research and the project

The research aims to counteract depopulation, to stimulate interest in the territory of Buscemi, 

to return public space to the community and to create a network between citizens and 

institutions. It aims to limit the damage caused by the abandonment to places through a series 

of links that connect the urban fabric of the eighteenth century with the oldest part of the 

country. In this way, the community will be able to enjoy the benefits of the development of its 

urban center. Having studied the context, deepened the phase of knowledge, the research 

proposes strategies of intervention through the construction of a "network", between the actors 

of the process from the individual citizen to the institutions, on the model of an active 

citizenship based on social cohesion. 

Within this framework, it seems clear that the goal is to counter marginality and depopulation, 

trying to make Buscemi a place to live. 

As said before, the actions must start from what you have, mainly from the ethno-

anthropological itinerary called The Places of Peasant Work, that in 2020 was recognized by 

the Regional Department of Sicilian Cultural Heritage and Identity, Ecomuseum of Regional 

Interest. In addition to the rural matrix of the territory, the research aims to enhance the traces 

of the past, the ancient rock settlements, the baroque monuments made during the post-

earthquake reconstruction of 1693. These are important pre-existing features that demonstrate 

the strategic importance of Buscemi in the past.  
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Figure 6 and 7.  Paths of the Ecomuseum. 

Through its previous intentions, the study proposes interventions in three areas: 

• Strengthening of the Ecomuseum;
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• Nature and hiking trails;

• Slow living.

The project therefore provides for more general measures: 

• Network system between institutions (ecomuseum, new Iblei Park, Gal, etc);

• Restoration and implementation of nature trails and hiking;

• Recovery of the built:

Historical-rupestrian buildings; 

Residential buildings, multi-buildings hotel (Barbi, 2014); 

rural buildings; 

• Redevelopment of built fronts.

The redevelopment project is based on the reading of the settlement system; it recognizes the 

progressive transformation of the territorial morphology in a residential agglomeration, 

articulated on terraces and facing south, linked to agricultural land use and craft activities. 

Figure 8.  Terraced building unit, survey and project 

The different building and architectural structures derive almost entirely from the 

transformation and the extension in height of shelters in the cave and have given rise to 

aggregated housing models in a row of two or three floors, with openings on the road in front, 

internal or external staircase, wooden floors. The types with the greatest development in height, 

deriving from the aggregation of different building units, have entrances also on the upper road. 

The recovery of these houses is based on the conservation of the original morphology and on 

the elimination of inconsistent superfetazioni. The goal is to reconfigure the original urban 

skyline. The residential function can be maintained and enhanced as a form of housing also 

temporary (short - medium term), which can meet the needs of sustainable tourism (Multi-

building hotel) and innovative forms of work (smart working). In particular, the Ecomuseum is 

one of the most attractive, if not the only, elements for tourism in Buscemi. Considering the 

fact that the itinerary crosses the historic center, you can think of strengthening it by including 

new paths, thus succeeding in telling and making known the reality of Buscemi baroque age. 

The idea of symbiosis between man and nature, is the basis of the creation of nature trails and 

hiking. Starting from the ancient history of the place and the morphology of the territory you 

can imagine to reactivate the old rural paths, still present in the collective memory, for the 

tourist use of the territory. 
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4. Discussion and Conclusions

Through the design of the individual areas, this complex and stratified historical frame 

highlights identities and differences, redefines public space and concretely traces paths of 

fruition of the territory. In essence, the historical-cognitive process and the pre-existing 

elements become the response to depopulation, the economic crisis and marginalization.  

The Project in fact connects past and present, restores the right cultural values and enhances the 

heritage. 

The interventions on the construction scale offer different models inspired by Slow Living: the 

residences designed for long periods and the possibility of a multi-building hotel are the 

elements to focus on. Bringing to light the original houses, typical of the rural reality of 

Buscemi, offers the opportunity to live rural life maintaining all the standards of quality of life 

today.  

Figure 9.  Three floors building unit, survey and project. 

From the point of view of the protection of architectural heritage, the restoration, conservation 

and recovery of valuable building heritage offers new opportunities for use, interest, life. 

Today’s pandemic and emergency situation has opened the doors to a new possibility of work, 

the Smart Working, a strong point for municipalities like Buscemi that, adapted technologically 

with broadband connections, can attract those who want to change their lifestyle, without 

changing jobs. The recovery and redevelopment hypothesis finds in the principles of slow living 

and green economy the conceptual references: residences designed for long periods and the 

possibility of a multi-building hotel are elements to focus on. 
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